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In this paper, we present some aspects of the transverse beam dynamics in Fixed Field Ring Accelerators (FFRA): we start from the basic principles in order to derive the linearized transverse particle equations of motion for FFRA, essentially FFAGs and cyclotrons are considered here. This is a simple extension of a previous work valid for linear lattices that we generalized by including the bending terms to ensure its correctness for FFAG lattice. The space charge term (contribution of the internal coulombian forces of the beam) is contained as well, although it is not discussed here. The emphasis is on the scaling FF AG type: a collaboration work is undertaken in view of better understanding the properties of the 150 MeV scaling FFAG at KURRI in Japan, and progress towards high intensity operation. Some results of the benchmarking work between different codes are presented. Analysis of certain type of field imperfections revealed some interesting features about this machine that explain some of the experimental results and generalize the concept of a scaling FFAG to a non-scaling one for which the tune variations obey a well defined law.

PACS numbers:

---

**BEAM DYNAMICS IN FFAG IN GENERAL**

In a circular accelerator, the lattice is essentially dominated by several magnets, focusing and defocusing to ensure the bending and/or the focusing of the beam. These magnets are separated by drift space used for insertion devices or accelerating cavities to ensure the basic functions of an accelerator.

**Transverse particle equations of motion including bending and space charge terms**

*On-momentum transverse equation of motion:*

Horizontal restoring force = Centrifugal force + Electromagnetic force

\[
F_h = F_c + F_{em} \tag{1}
\]

or in equivalent notation:

\[
F_h = F_c + F_{em} \tag{2}
\]

A correct description of the particle motion should invoke the relativity. Although Newton’s second law is not valid in the relativistic case, it can be re-written in a *covariant* relativistic form, which ensures that the equation is valid in all inertial frames \[3\]. Thus, the Lorentz force is entirely in accord with the special relativity. However, such is not the case in rotating frames which are non-inertial. For a rotating frame, the geometry is non-Euclidean and the general relativity should be invoked \[4\]. However, we will not do the treatment here. We simply introduce a fictitious force, the centrifugal force, according to Newton’s definition, to account for the rotational movement:

\[
\text{Horizontal restoring force} = \gamma \beta x'' + \gamma \beta v x' \tag{3}
\]

Thus,

\[
F_h = m \gamma \beta v^2 \left[ x''_{\perp} + \frac{(\gamma \beta v)^2}{(\gamma \beta v)} x'_{\perp} \right] \tag{4}
\]
It is important to note that $\gamma_i$ in Eq. 3 is the relativistic gamma factor defined by:

$$\gamma_i = \frac{1}{\sqrt{1 - \beta_i^2}} = \frac{1}{\sqrt{1 - (\beta_{i,x}^2 + \beta_{i,y}^2 + \beta_{i,z}^2)}}$$  \hspace{1cm}(5)$$

However, in the paraxial approximation, the transverse moments of the particle can be neglected compared to its axial moment ($\beta_{i,x,y} \ll \beta_{i,z}$) and the bunch mean axial velocity can be defined:

$$\beta_b = \frac{1}{N} \sum_{i=1}^{N} \frac{v_i u_x}{c} ; \quad N = \text{number of particle per bunch}$$  \hspace{1cm}(6)$$

Thus, in the derivation above, the particle gamma factor $\gamma_i$ was replaced with the bunch gamma factor $\gamma_b$. Next, we write:

$$\mathbf{F}_c = \frac{m \gamma_i u_i^2}{r_i} \mathbf{u}_x \simeq \frac{m \gamma_b \beta_b^2 c^2}{r_i} \mathbf{u}_x$$  \hspace{1cm}(7)$$

Also, in the vacuum aperture of the accelerator, the Maxwell equations must satisfy:

$$\nabla \times \mathbf{B} = 0$$

and

$$\nabla \cdot \mathbf{B} = 0$$  \hspace{1cm}(15)$$

Now, inserting Equations (4), (7) and (8) into (2), one obtains:

$$x'' + \frac{\gamma_b \beta_b}{\gamma_b \beta_b} x' + \frac{q}{m \gamma_b \beta_b c^2} E_\perp + \frac{q}{m \gamma_b \beta_b c} v \times \mathbf{B}_\perp + \frac{q B_z}{m \gamma_b \beta_b c} x' \times z - \frac{q}{m \gamma_b \beta_b^2 c^2} \frac{\partial \phi}{\partial x}$$  \hspace{1cm}(9)$$

Next, we substitute Eq. 12 into Eq. 11, the x-transverse equation of motion becomes:

$$x'' + \frac{\gamma_b \beta_b}{\gamma_b \beta_b} \frac{1}{\rho^2} x' + \frac{1}{\rho^2} x = \frac{q}{m \gamma_b \beta_b c^2} E_\perp + \frac{q B_z}{m \gamma_b \beta_b c} y' - \frac{q}{m \gamma_b \beta_b^2 c^2} \frac{\partial \phi}{\partial x}$$  \hspace{1cm}(11)$$

The Taylor expansion of the field around the median plane yields:

$$B_y \simeq B_{y0} + \frac{\partial B_y}{\partial x} x = B_{y0} + \frac{\rho}{B_{y0}} \frac{\partial B_y}{\partial x} x \simeq B_{y0}(1 + \frac{\rho}{B_{y0}} \frac{\partial B_y}{\partial x} x) = B_{y0}(1 - \frac{x}{n \rho})$$

where $n = -\frac{\rho}{B_{y0}} \frac{\partial B_y}{\partial x}$ is the field index.

Next, we substitute Eq. 12 into Eq. 11, the x-transverse equation of motion becomes:

$$x'' + \frac{\gamma_b \beta_b}{\gamma_b \beta_b} \frac{1 - n}{\rho^2} x = \frac{q}{m \gamma_b \beta_b c^2} E_\perp + \frac{q B_z}{m \gamma_b \beta_b c} y' - \frac{q}{m \gamma_b \beta_b^2 c^2} \frac{\partial \phi}{\partial x}$$  \hspace{1cm}(13)$$

It shows that any longitudinal component of the magnetic field introduces coupling.

Next, projecting Eq. 11 onto the vertical plane yields:

$$y'' + \frac{\gamma_b \beta_b}{\gamma_b \beta_b} y' = \frac{q}{m \gamma_b \beta_b c^2} E_y + \frac{q B_z}{m \gamma_b \beta_b c} x' - \frac{q}{m \gamma_b \beta_b^2 c^2} \frac{\partial \phi}{\partial y}$$  \hspace{1cm}(14)$$

Also, in the vacuum aperture of the accelerator, the Maxwell equations must satisfy:

$$\nabla \cdot \mathbf{B} = 0$$

and

$$\nabla \times \mathbf{B} = 0$$  \hspace{1cm}(15)$$
which yields
\[
\frac{\partial B_a}{\partial y} - \frac{\partial B_a}{\partial x} = 0 \implies B_a^z = -\frac{m\gamma_b\beta_c n}{q} y
\]
so that the y-transverse particle equation of motion becomes:
\[
y'' + \left(\frac{\gamma_b\beta_b}{\gamma_b\beta_b}\right)' y' + \frac{n}{\rho^2} y = -\frac{q B_a^z}{m\gamma_b\beta_c} y' - \frac{q}{m\gamma_b^2 \beta_b^2 c^2} \frac{\partial \phi}{\partial y}
\]
\(^17\)
\[\text{NB: The beam potential } \phi \text{ generated from the charge distribution will be treated in detail when the problem of the space charge forces is tackled. For the moment one shall bear in mind that, for a single particle theory, the contribution of the last term in the transverse equations of motion can be neglected.}\]

\[\text{Off-momentum equation of motion:}\]

The preceding analysis applies to particles having the same momenta. Here we investigate the effect of a momentum change \(\Delta p\): We assume that the beam is an ensemble of \(N\) particles having different momenta, within a certain interval called momentum spread of the beam \(\Delta p/p\). This is equivalent to replacing \(\beta\gamma mc = p\) by \(p + \Delta p\) in the preceding equation.

Starting from Eq \((11)\), one obtains:
\[
x'' + \left(\frac{\gamma_b\beta_b}{\gamma_b\beta_b}\right)' x' + \frac{1 - n}{\rho^2} x = \frac{\delta}{\rho} + \frac{q}{m\gamma_b^2 \beta_b^2 c^2} \frac{1}{1 + \delta} E_a^x
\]
\[
y'' + \left(\frac{\gamma_b\beta_b}{\gamma_b\beta_b}\right)' y' + \frac{n}{\rho^2} y = -\frac{q B_a^z}{m\gamma_b\beta_c} y' - \frac{q}{m\gamma_b^2 \beta_b^2 c^2} \frac{\partial \phi}{\partial x}
\]
\(^18\)
where \(\delta = \Delta p/p\) and \(1/\rho = qB_a^y/p\). Solving this equation yields a solution of the homogeneous equation plus a particular solution of the inhomogeneous equation. The actual particle coordinate is thus a superposition of the betatron oscillation plus an additional contribution due to momentum errors. The off-momentum solution can be found by using the variation of parameters method.

\[\text{On solving the transverse equations of motion:}\]

In the accelerator physics literature, it is generally assumed that, when the damping term is removed, the above equations are of the form of a Hill’s equation, for which general solutions exist and can be written in a closed form, using Floquet theory. The main assumption that allows to obtain such a result is that the coefficients of the above equation are periodic in time (or \(s\)). This gives rise to an amplitude function \(A(s) = \sqrt{\beta(s)}\) that varies periodically as well.

In reality, this may be a good approximation in certain cases, for instance a synchrotron where the accelerated orbit coincides with the closed orbit, but it may not be a good approximation for other types of circular machines such as FFAGs where the accelerated orbit moves outwards and therefore the coefficients of the above equation are no longer periodic in \(s\). In what follows, we use the method of Wentzel-Kramers-Brillouin (WKB) in order to find approximate solutions of the equation of motion.

\[\text{The WKB approximation:}\]

The previous equations of motion (Eq \(13\) & Eq \(17\)), when there is no applied transverse electric field neither a longitudinal magnetic field component, and neglecting the space charge term become:
\[
\begin{cases}
x'' + \left(\frac{\gamma_b\beta_b}{\gamma_b\beta_b}\right)' x' + \frac{1 - n}{\rho^2} x = 0 \\
y'' + \left(\frac{\gamma_b\beta_b}{\gamma_b\beta_b}\right)' y' + \frac{n}{\rho^2} y = 0
\end{cases}
\]
\(^19\)
The above equations can be written in the standard form:
\[
x'' + p(s)x' + q(s)x = 0
\]
\(^20\)
This is a 2nd order linear differential equation with variable coefficients, for which, in general, a closed form solution is not known. We will first seek to remove the first term derivative in the above equation in order to simplify the analysis.
In what follows, we use a method that has been developed in [5] in order to express approximate analytical solutions of the point-reactor differential equations when the reactivity is an arbitrary specified function of time: Without any loss of generality, we assume that a solution of Eq. (20) can be written in the form: \( x(s) = u(s)v(s) \). Thus Eq (20) becomes:

\[
uv'' + (2u' + pu')v' + (u'' + pu' + qu)v = 0
\]  

and one only has to choose the function \( u(s) \) such that \( 2u' + pu = 0 \), i.e.

\[
u(s) = \exp \left( -\frac{1}{2} \int_{s_0}^{s} p(h) dh \right)
\]  

Now, the first term derivative is removed by making the Liouville-Green transformation

\[
x(s) = v(s)\exp \left( -\frac{1}{2} \int_{s_0}^{s} p(h) dh \right),
\]

which yields:

\[
\frac{dx}{ds} = \left( v' - \frac{1}{2} v \right) \exp \left( -\frac{1}{2} \int_{s_0}^{s} p(h) dh \right)
\]

\[
\frac{d^2x}{ds^2} = \left( v'' - \frac{p'}{2} v - pv' + \frac{p^2}{4} v \right) \exp \left( -\frac{1}{2} \int_{s_0}^{s} p(h) dh \right)
\]

And by injecting Eq. (23) and (24) into (20), one obtains:

\[
v'' + \left( q(s) - \frac{1}{2} \frac{dp}{ds} - \frac{p^2}{4} \right) v = 0
\]

Now, back to Eq. (19), the above formalism applies by simply replacing \( p(s) = \frac{(\gamma_0 \beta_0)'}{\gamma_0 \beta_0} \) which yields:

\[
x(s) = v(s)\exp \left( -\frac{1}{2} \int_{s_0}^{s} p(h) dh \right) = v(s)\exp \left( -\frac{1}{2} \int_{s_0}^{s} \frac{(\gamma_0 \beta_0)'}{\gamma_0 \beta_0} dh \right)
\]

\[
= \frac{C}{\sqrt{\gamma_0 \beta_0}} v(s)
\]

and \( v(s) \) is a solution of Eq. (25) above. The above treatment shows why, in general, we refer to the first term derivative in Eq. (19) as the "damping term".

Next, we rewrite Eq (25) as:

\[
v'' - h^2(s)v = 0 ; \quad h^2(s) \in \mathbb{R}_\pm
\]

where

\[
h^2(s) = \frac{1 - n}{\rho^2} + \frac{1}{2} \frac{d}{ds} \left[ \frac{\gamma_0 \beta_0}{\gamma_0 \beta_0} \right] + \frac{1}{4} \left[ \frac{\gamma_0 \beta_0}{\gamma_0 \beta_0} \right]^2 ; \quad \text{horizontal plane}
\]

\[
h^2(s) = -\frac{n}{\rho^2} + \frac{1}{2} \frac{d}{ds} \left[ \frac{\gamma_0 \beta_0}{\gamma_0 \beta_0} \right] + \frac{1}{4} \left[ \frac{\gamma_0 \beta_0}{\gamma_0 \beta_0} \right]^2 ; \quad \text{vertical plane}
\]

Next, we will seek an approximate solution of Eq. (27). We postulate: \( v = \exp [\phi(s)] \) where \( \phi(s) \in \mathbb{C} \). Substitution into Eq (27) yields a second order non-linear differential equation:

\[
\frac{d^2\phi}{ds^2} + \left( \frac{d\phi}{ds} \right)^2 - h(s)^2 = 0
\]

If \( \frac{d\phi}{ds} \) is slowly changing (adiabatic change), an iterative solution can be found. The first iteration is:

\[
\frac{d\phi}{ds} \approx h(s)
\]

The second iteration is:

\[
\left( \frac{d\phi}{ds} \right)^2 = h^2 - \frac{d^2\phi}{ds^2} \approx h^2 - \frac{dh}{ds}
\]
Now, we treat $\frac{dh}{ds}$ as small and we make the distinction between two cases (focusing/defocusing), according to the sign of $h^2(s)$:

If $h^2(s) > 0$:

$$\frac{d\phi}{ds} \simeq \left( h^2 - \frac{dh}{ds} \right)^{1/2} = h \left( 1 - \frac{1}{h^2} \frac{dh}{ds} \right)^{1/2} \simeq h - \frac{1}{2h} \frac{dh}{ds}$$  \hspace{1cm} (32)$$

$$\implies \phi \simeq \int h ds - \frac{1}{2} \ln |h|$$  \hspace{1cm} (33)$$

$$v = \exp[\phi(s)] \simeq \frac{1}{\sqrt{|h|}} \exp \left( \int h ds \right)$$  \hspace{1cm} (34)$$

and a complete approximate solution of Eq. (19) is given by:

$$x(s) = \frac{1}{\sqrt{|h|}} \frac{1}{\sqrt{\beta \gamma b}} \left[ A \exp \left( \int h ds \right) + B \exp \left( - \int h ds \right) \right]$$  \hspace{1cm} (35)$$

where $A$ and $B$ are constants and $h$ is defined in Eq (28) above.

If $h^2(s) < 0$:

Repeating the same steps with $h$ imaginary leads to:

$$x(s) = \frac{1}{\sqrt{|h|}} \frac{1}{\sqrt{\beta \gamma b}} \left[ C \exp \left( i \int |h| ds \right) + D \exp \left( -i \int |h| ds \right) \right]$$  \hspace{1cm} (36)$$

• At the classical turning point, i.e when $h=0$, the amplitude function diverges and the above solution is no longer valid. Such a condition is fulfilled at the point where the magnetic field changes its sign, i.e when the gradient is alternated. However, this difficulty can be handled by finding the higher order terms of the WKB approximation.

• The main approximation that we made in this analysis was to assume that the phase $\phi(s)$ was slowly changing which implies that $h^2(s)$ defined in Eq. (28) above is slowly changing as well. This adiabatic change becomes less and less valid when the energy gain per turn becomes important, since then, the change in $\gamma b \beta b$ becomes important. This is generally a requirement to limit the space charge effects and also for fast crossing of the resonances.

• The amplitude of the oscillations as well as its frequencies is strongly dependent on the form of the magnetic field (to the first order in this analysis, the bending radius and the field see Eq (28)). This is to remind that any defect in the design of the magnets may be a major source of imperfections and needs to be corrected.

In conclusion, this shows that, for slowly varying parameters of the linearized particle equations of motion, the damping law is given by [22]

$$\epsilon_{norm, rms} = \beta \gamma b |h| \times \epsilon_{rms}$$  \hspace{1cm} (37)$$

where $\epsilon_{rms}$ is the rms beam emittance.

This result can also be understood by means of the Poincare-Cartan integral invariant that we will discuss later.

Finally, let’s remind the Lagrange formula for the integration of the second order inhomogeneous linear differential equation:

$$x'' + p(s)x' + q(s)x = f(s)$$  \hspace{1cm} (38)$$

Knowing a fundamental system of solutions $x_1, x_2$ of the homogeneous Eq. (20), one can obtain a solution of (38) by means of the formula [12]:

$$x_p(s) = \int_{s_0}^{s} x_1(s) x_2(s) - x_2(s) x_1(s) \frac{f(s) ds}{W(s)}$$  \hspace{1cm} (39)$$

where $W(s)$ is the wronskian of the two fundamental solutions defined by,

$$W(s) = x_1(s) x'_2(s) - x_2(s) x'_1(s)$$  \hspace{1cm} (40)$$
All of the above remains valid for scaling FFAG. The only difference is, now, we assume that the magnetic field obeys a well defined law, that we generally refer to as the scaling law. The scaling law guarantees that the number of betatron oscillations remain constant [8]. However, it is susceptible to change due to imperfections. Therefore, in our analysis, we decide to take the magnetic field imperfections into account. In this section, we first show the origin of the scaling law for this type of accelerators. Then we summarize some of the benchmarking work undertaken to validate some of the simulation results. We also discuss about the main assumptions for the calculation of the scaling factor from the field map. The emphasis is made on the mathematical correctness of the calculation. We conclude this section by investigating the effect of field imperfections on the transverse beam dynamics of FFAGs.

We first re-write Eq (19) by dropping the damping term and making the transformation 

\[ s = \theta R \]

where \( \theta \) is the azimuthal angle with the periodicity of the machine i.e \( 2\pi / N \), \( N \) being the number of sectors, and \( R \) is the equivalent radius for each closed orbit, i.e \( R = S / 2\pi \). This is the same transformation that can be found in the original paper by Symon in 1956 [8]. Thus, we obtain:

\[
\begin{align*}
\frac{d^2 x}{d\theta^2} &+ \left( \frac{R^2}{\rho^2(R, \theta)} [1 - n] \right) x = 0 \\
\frac{d^2 y}{d\theta^2} &+ \left( \frac{R^2}{\rho^2(R, \theta)} n \right) y = 0
\end{align*}
\]

Therefore, two sufficient conditions to have both the vertical and horizontal betatron oscillations constant with respect to the momentum are:

\[
\frac{\partial n}{\partial p} \bigg|_{\theta = \text{const}} = 0 \\
\frac{\partial}{\partial p} \left( \frac{R}{\rho} \right) \bigg|_{\theta = \text{const}} = 0
\]

These conditions are called the cardinal conditions of a scaling FFAG [9]: the first condition expresses the constancy of the field index with respect to the momentum while the second condition expresses the similarity between the different closed orbits. In other words, closed orbits corresponding to different energies are homothetic with respect to the centre of the machine, therefore explaining the scaling property of this type of accelerator. However, one fundamental hidden assumption in this analysis is that the number of betatron oscillations of the accelerated orbit is the same as that obtained from the closed orbits. As was shown in Eq. (27), the forcing term of the equation of motion of the accelerated orbit differs from that of the closed orbits due to the presence of the terms containing the change in momentum of the particles, namely \((p'/p)^2\) and \((p'/p)^2\). However, for small acceleration rates, this effect can be neglected.

More detailed analysis of these properties will be tackled when developing the hard edge model. It results from both cardinal conditions that the field index averaged over the azimuth of the closed orbits is constant as well (independent of the radius). This is also defined as the scaling factor \( k \):

\[ k = \frac{R}{B_{\text{ave}}} \frac{dB_{\text{ave}}}{dR} = \text{const} \]

Integrating Eq. (44) yields:

\[ B_{\text{ave}}(R) = B_0 \times \left( \frac{R}{R_0} \right)^k \]

where \( B_0 \) is the vertical component of the magnetic field [28] averaged in azimuth for a given radius \( R_0 \). This formula describes the radial dependence of the azimuthally averaged field over the entire width of the magnet.

In conclusion, for a radial sector type FFAG, the vertical component of the magnetic field in the median plane can be written in the general form:

\[ B(R, \theta) = B_0 \times \left( \frac{R}{R_0} \right)^k \times F(\theta) \]

where \( F \) is the flutter function and \( R \) is the equivalent radius of the closed orbit as specified earlier. However, as will be shown below, this formula remains valid if we define \( R \) as the orbiting radius seen from the centre of the circular accelerator. The main assumption of this definition is that the function \( B(R, \theta) \) is separable in radial and azimuthal coordinates, which will be discussed later.
If $k$ is fixed, then $R_0$ can be chosen arbitrarily: to show this, let’s assume that $k$ is fixed and does not have any radial dependence. Then for an arbitrary radius $R_1$ (Eq 45) gives:

$$B_1(R_1) = B_0 \times \left( \frac{R_1}{R_0} \right)^k$$

(47)

and injecting (Eq 47) into (Eq 45), one obtains:

$$B_{ave}(R) = B_1 \times \left( \frac{R}{R_1} \right)^k$$

(48)

which proves the assertion above. From this, one can obtain the value of the average scaling factor of the KURRI 150 MeV FFAG, by computing the average z-component of the magnetic field in the median plane for different radii and by means of (Eq 49): in principle, if the magnets obey to the exact scaling law, $k$ has to remain constant. However, due to imperfections, one can observe small variations in $k$.

$$k(R) = \frac{\log(B_{ave}(R))}{\log(R/R_0)}$$

(49)

KURRI 150 MeV scaling FFAG and Benchmarking work

Following the FFAG14 workshop held at BNL [13], a simulation campaign was established to benchmark several simulation codes. The main objective is to provide reliable modeling tools for FFAG type of accelerators and to better explain the results of the experiments at the KURRI 150 MeV scaling FFAG [6]. Due to the non-linearities of such a machine, the beam dynamics are intricate to simulate and require careful modeling. The longitudinal and transverse beam dynamics in FFAGs differ significantly from the one in fixed orbit machines such as synchrotrons. A more detailed discussion about the correct modeling in FFAG can be found in [7].

Design of the injection line into the KURRI FFAG:

The first benchmarking test was carried out for the injection line into the main ring. The injection line transports the beam from a point outside the main ring to a matching point inside the ring suitable for the acceleration process. The

![Image](https://via.placeholder.com/150)

FIG. 1: Injection orbit into the main ring with the matching point (yellow). Only one quadrant is shown here. The two tracking codes, EARLIETIMES and ZGOUBI [19] show good agreement.

orbit suitable for acceleration is the first closed orbit shown in Fig. 1. The injected beam has to match the properties of this reference orbit at a given azimuth that in this case is the stripping foil, located where the injection orbit and the closed orbit intersect. An easy and straightforward solution to find the injection line is to track the beam backwards from the matching point. This approach was developed previously to design the injection line into the 800MeV/amu high power cyclotron [10].
The main property of this type of accelerator is that, in the ideal case, the number of betatron oscillations, also referred to as the tune, is energy-independent. This is guaranteed by the non-linearity of the field as explained earlier and avoids any resonance crossing during acceleration. Therefore, one important parameter for the benchmarking is the tune. Comparison of the tracking results with several codes show a good agreement (see Fig. 2). However, this demonstrated that the tune variations are non-negligible (of the order of 15% in the vertical plane and 4% in the horizontal plane). The tune measurements are in agreement with this result.

This is investigated in detail in the last part of this paper.

Comparison of the longitudinal phase space showed good agreement between ZGOUBI and SOCDE (see Fig. 4). In the case of small synchrotron oscillations (the initial phase is close to the synchronous one), one can observe some differences.
essentially related to the initial conditions which are not the same in both codes. However, this is sufficient and useful when comparing multi-particle tracking results with slightly different settings.

**Multi-particle tracking**

This is an on-going work. Good agreement is observed between ZGOUBI and SCODE. However, this needs further investigation to explain the results.

The main objective of the following study is to explain the origin of the tune variations in the KURRI FFAG.

**Scaling factor analysis:**

Using the TOSCA field map ("TOSCA map f810 d1020.dat") of the KURRI machine one calculated the average magnetic field \( \int B d\theta \int d\theta \) for one sector. A plot of the z-component of the magnetic field for different radii is shown in (Fig. 5) below.

The average scaling factor is then deduced by applying Eq (49) where \( R_0 \) is the reference radius that in our case was chosen to be \( R_0 = 445\,cm \) (see Fig. 6). These results show about 18\% error on the average scaling factor from injection to extraction (similar error for the tunes were observed). In order to understand the evolution of the scaling factor with the radius, one can apply the previous formula to evaluate the local scaling factor as a function of the radius for different azimuthal positions. The results are shown in (Fig. 7): for the different azimuthal angles below 4 degrees (namely: 0,
1.5 and 3 degrees), the local scaling factor (which is obtained by using the formula: \( k(R, \theta = \theta_0) = \frac{\log(B(R, \theta = \theta_0))}{\log(R)} \)) is constant and varies from 7.4 to 7.6. This corresponds to the central region of the main focusing magnet where the magnetic field is constant (see Fig. 5). However, for the azimuthal positions above, the variations of the scaling factor seem to be random. In particular the fringe field region shows strong variations of the scaling factor. For the D-magnet, the variations of \( k \) are less obvious, although the average value is significantly higher than 7.6: all these considerations could explain the important tune variations that we will tackle more in detail when performing the beam stability analysis later on in this paper.

In order to answer this, let’s rewrite Eq. (45) in the form

\[
B_{\text{ave}}(R) = B_0 \times \left( \frac{R}{R_0} \right)^{k_0(R)}
\]

where now, we allow the radial variations of the scaling factor, \( k_0(R) \).

If we choose our reference radius to be \( R_1 \) instead of \( R_0 \), then Eq. (50) rewrites:

\[
B_{\text{ave}}(R) = B_1 \times \left( \frac{R}{R_1} \right)^{k_1(R)}
\]
If the assumption were to remain true, then \( k_0(R) = k_1(R) \). However, we will derive an explicit transformation from \((R_0, B_0, k_0(R))\) to \((R_1, B_1, k_1(R))\):

On the one hand, one has,

\[
B_{\text{ave}}(R) = B_0 \times \left( \frac{R}{R_0} \right)^{k_0(R)} = B_1 \times \left( \frac{R}{R_1} \right)^{k_1(R)} \tag{52}
\]

On the other hand,

\[
B_1 = B_0 \times \left( \frac{R_1}{R_0} \right)^{k_0(R_1)} \tag{53}
\]

And by injecting (Eq 53) into the first term of (Eq 52), one obtain:

\[
B_{\text{ave}}(R) = B_1 \times \left( \frac{R_0}{R_1} \right)^{k_0(R_1)} \times \left( \frac{R}{R_0} \right)^{k_0(R)} \tag{54}
\]

Now, by applying the Logarithmic to these expressions, one obtain:

\[
\log(B_{\text{ave}}(R)) = \log(B_1) + k_1(R) \log\left( \frac{R}{R_1} \right)
= \log(B_1) + k_0(R_1) \log\left( \frac{R_0}{R_1} \right) + k_0(R) \log\left( \frac{R}{R_0} \right) \tag{55}
\]

so that,

\[
k_1(R) = \frac{\log\left( \frac{R}{R_1} \right)}{\log\left( \frac{R_0}{R_1} \right)} \times k_0(R) + \frac{\log\left( \frac{R_0}{R} \right)}{\log\left( \frac{R_0}{R_1} \right)} \times k_0(R_1) \tag{56}
\]

It results from this equation that:

- If \( k_0(R) = k_0(R_1) = \text{const} \Rightarrow k_1(R) = k_0(R) \), which was proved in the first paragraph.

- If \( R_0 = R_1 \Rightarrow k_0(R_0) = k_1(R_1) \) which is trivial.

- If \( R = R_0 \Rightarrow k_1(R_0) = k_0(R_1) \) which can be easily verified from (Fig. 8).

And more generally: \( \forall (i, j) \in \mathbb{N} \times \mathbb{N} \), \( k_i(R_j) = k_j(R_i) \) where \( R_i \) and \( R_j \) are reference radii for \( k_i \) and \( k_j \) respectively.

In order to check this result, we compute the average scaling factor by varying the reference radius \( R_0 \) in the previous Equation (50). The results are shown in Fig. 8.

**In conclusion**, \( k(R) \), as defined earlier, is a relative quantity and cannot be defined in an absolute way (unless it is constant). So a reference radius in the field map has to be well defined with respect to which the scaling factor can be determined. Yet how to calculate \( k(R) \) in a reliable way? Also, is there a reference radius that can be chosen in order to obtain correct results?

**A more accurate way to compute the average scaling factor:**

Let’s use the original (correct) definition of the scaling factor:

\[
k = \frac{dB}{B} \frac{B}{dR} \tag{57}
\]

where \( B \) is the field averaged in azimuth (sometimes \( k \) is also referred to as the mean field index). This form has the merit that it does not have any assumption as to the form of the scaling factor, whether it is constant or is a function of \( R \). Thus it is more rigorous to apply in order to compute \( k \). From the field map, one applied Eq. (58) below:

\[
k(R_i) = \frac{B_{i+1} - B_i}{R_{i+1} - R_i} \tag{58}
\]

where \( R_{i+1} - R_i \) is limited by the mesh size (here \( R_{i+1} - R_i = 1 \text{ cm} \)). The result is shown in Fig. 9. The correct scaling
FIG. 8: Average scaling factor for different reference radii $R_0$: Eq. (56) above was applied to transform $(R_0 = 445\text{ cm}, B_0, k_0(R))$ into $(R_1 = 465\text{ cm}, B_1, k_1(R))$ which gave perfect agreement with the result obtained from the field map. The discontinuity point simply corresponds to the case where $R = R_1$ for which the formula is not defined. (all the other possible transformations in this plot were also checked and gave perfect agreement as expected).

FIG. 9: Average scaling factor for different reference radii $R_0$. The correct definition of $k$ (see Eq. (57)) was applied again in order to compute the exact values of $k$ for the focusing and defocusing magnets individually (the average value of the field $B$ is taken over the width of each of these magnets). The results are shown in Fig. (10). For the F-magnet, the variations of $k$ are not important, however for the D-magnet, one observes that the scaling factor changes significantly, and its average value is $k \approx 9.1$.

Conclusion: The radial scaling law $B(R) = B_0 \times \left(\frac{R}{R_0}\right)^{k(R)}$ is only valid in the vicinity of the reference radius $R_0$, simply because it is not a correct general solution of Eq. (57). Thus, when defining this equation, one has to choose $R_0$ carefully. However, as will be shown later, this form is particularly useful to simplify the analysis when writing the equations of motion in the vicinity of each of the closed orbits.
FIG. 10: Average scaling factor for the F and D magnets.

Conclusion: The scaling factor of the F-magnet is constant and \( < k_F > \approx 7.656 \). Yet for the D-magnet, the variations are non negligible and \( < k_D > \approx 9.114 \).

In order to understand the origin of these strong variations, mainly in the defocusing magnet, we compute the map of the average field index of the two magnets. As can be seen in Fig. 11, the main source of discrepancy is observed in the interaction region between the magnets and seems to mostly affect the defocusing one. This effect is mostly dominant in the injection region.

Next, we develop an analytical model that takes into account the scaling imperfections of the magnetic field.

**Analytical solution of the magnetic field to account for scaling imperfections:**

The average field index \( k \) is defined by:

\[
k = \frac{dB}{dR} / R
\]

where \( B \) is the field averaged in azimuth for a radius \( R \). Thus \( k \) is a function of the radius. Based on the previous calculation of the scaling factor, it turns out that \( k \) is a function of \( R \) so that the previous form of the magnetic field (see
Eq. (45) is not quite accurate to describe the magnets. In order to obtain the new form of the magnetic field, while keeping the same definition of the scaling factor, let’s assume that $k$ can be fitted with an $n$-order polynomial which is a function of the radius: $k$ has the form

$$k(R) = \sum_{i=0}^{n} a_i \left( \frac{R}{R_0} \right)^i$$  \hspace{1cm} (60)$$

Then by equating Eq. (59) and Eq. (60), one obtains:

$$\frac{dB}{B} = \sum_{i=0}^{n} \frac{a_i}{R_0^i} R^{i-1} dR = a_0 \frac{dR}{R} + \sum_{i=1}^{n} \frac{a_i}{R_0^i} R^{i-1} dR$$

which gives after integration:

$$\ln\left( \frac{B}{B_0} \right) = a_0 \ln\left( \frac{R}{R_0} \right) + \sum_{i=1}^{n} \frac{a_i}{R_0^i} \int_{R_0}^{R} R^{i-1} dR$$  \hspace{1cm} (61)$$

$$B(R) = B_0 \exp \left[ a_0 \ln\left( \frac{R}{R_0} \right) + \sum_{i=1}^{n} \frac{a_i}{R_0^i} \left( \frac{R^i - R_0^i}{i} \right) \right]$$

so that the general form of the magnetic field becomes, $B(R, \theta) = B(R)F(\theta)$, i.e,

$$B(R, \theta) = B_0 \left( \frac{R}{R_0} \right)^{a_0} \times \exp \left( \sum_{i=1}^{n} \frac{a_i}{R_0^i} \left( \frac{R^i - R_0^i}{i} \right) \right) \times F(\theta)$$  \hspace{1cm} (62)$$

The new scaling law takes into account the $R$-dependence of the scaling factor and thus is more accurate to describe the magnet as can be seen from Fig. 12. The final parameters of the fitting are: $n=3$, $a_0 = 7.6$, $a_1 = 4.74e - 3$, $a_2 = -5.39e - 5$, $a_3 = 9.04e - 8$ and $R_0 = 480cm$.

**Flutter function:**

If $B(R, \theta)$ were separable in radial and azimuthal coordinates, then one should obtain:

$$F(\theta) = \frac{B(R, \theta)}{<B>_R}$$  \hspace{1cm} (63)$$

Yet, when computing $F(\theta)$ for various radii (see Fig. 13), one observed that $F$ has also a radial dependence. This proves that $B(R, \theta)$ is not a separable function.
**In conclusion**, the general form of the magnetic field is:

\[
B(R, \theta) = < B > (R) \times F(R, \theta)
\]

In order to better understand the radial dependence of the flutter, we start from Eq. (62) where we evaluate the field along a closed orbit (instead of a fixed radius orbit). We introduce the transformation:

\[
R(\theta) = < R > R_0 (1 + r(\theta))
\]

where \( r(\theta) \) is a periodic function describing the periodic oscillation around the fixed radius orbit \(< R >\). This yields:

\[
B(R(\theta), \theta) = B_0 \left( \frac{< R >}{R_0} \right)^{a_0} \times [1 + r(\theta)]^{a_n} \times \exp \left( \sum_{i=1}^{n} a_i \left[ \frac{R(\theta)^i - R_0^i}{i \times R_0^i} \right] \right) \times F(\theta)
\]

(66)

The above equation is only valid under the assumption that all orbits are parallel to each other. Otherwise \( r(\theta) \) needs to be re-calculated for each orbit.

• If the scaling factor is constant (i.e. \( R \)-independent), then \( a_i = 0 \quad \forall i \geq 1 \) and Eq. (66) can be written in the form:

\[
B(R(\theta), \theta) = B(< R >) \times F_1(\theta)
\]

\[
F_1(\theta) = [1 + r(\theta)]^{a_0} \times F(\theta)
\]

(67)

This shows that the flutter function of the equilibrium orbit is constant and differs from that of the fixed radius orbit through a simple formula. This is only true if there are no scaling imperfections.

**TUNE CALCULATION AND BEAM STABILITY ANALYSIS**

Technically, it is impossible to make a field which corresponds exactly to the designed one. Therefore, it is important to understand the effect of small imperfections of the field on the beam dynamics.

The general equations of motion including non-linear terms and imperfections are defined by:

\[
\begin{align*}
\frac{d^2 x}{ds^2} &= P(x, y, s) \\
\frac{d^2 y}{ds^2} &= Q(x, y, s)
\end{align*}
\]

(68)

where \( x \) and \( y \) represent the deviation around the closed orbit, and \( P \) and \( Q \) are real analytic functions of \( x, y \) and \( s \).

In the following, we investigate the stability of the particle trajectories that can arise with different possible pairs of scaling factors \( (k_F, k_D) \). We use three different approaches to investigate the beam stability due to field errors: the first approach is based on the hard edge model: we assume that the magnetic field drops abruptly to zero at the edges of the magnet which greatly simplifies the analysis and allows the development of a geometrical model of the
lattice. The second model is an analytical model which we use to seek an approximate solution of the particle equations of motion. The last and third model is the ZGOUBI tracking model of the magnet, which is the most accurate one. The ZGOUBI model solves the non-linear equation of motion using field maps or user-implemented analytical models. To conclude, we establish a comparison between the different results and comment on the outcome of this study.

**Hard edge model**

In this first approach, we restrict our analysis to a linear motion around the closed orbits. Therefore, Eqs. (68) simplify to:

\[
\begin{align*}
    \frac{d^2x}{ds^2} + K_x(s)x &= 0 ; \quad K_x = \frac{1-n}{\rho^2} \\
    \frac{d^2y}{ds^2} + K_y(s)y &= 0 ; \quad K_y = \frac{n}{\rho^2}
\end{align*}
\]

which is the set of linearized equations with periodic coefficients valid in a small neighborhood of the equilibrium orbit. There is a different linearized set of equations for each closed orbit, i.e. different pairs \((K_x, K_y)\) so that a solution of the above equations may not be generalized to the whole system. For the following stability analysis, we prefer to use the term "stability in the vicinity of the closed orbit", to recall that a linear system is only a first approximation to the general problem. However, for small perturbations, the stability of a non-linear system may often be inferred from the stability of its associated linear system. To make the calculations tractable, we assume that the field inside each magnet is constant with respect to the azimuth and drops abruptly to zero at the edges as illustrated in Fig. 14. Also, we keep the radial dependence of the field (\(k\) is \(R\)-dependent) and allow the scaling law to be different between the F and D-magnet.

We start from the field index \(n\) where we neglect the scalloping of the orbits,

\[
n = -\rho \frac{dB}{B \, dx} \approx -\frac{\rho}{R} k
\]

Now, we use the index \(i\) to make the distinction between the F and D magnet and authorize the field index to change with the radius. This yields,

\[
n_i(R_i) = -\frac{\rho_i}{R_i} k_i(R_i) ; \quad i = F/D
\]

In order to solve the equation of motion, we use a piecewise method that consists in following the particle motion through a series of elements defined by their transfer matrices (Focussing/Defocusing magnets and drifts). This requires the development of the geometrical model to obtain the relationship between \(\rho_i\) and \(R_i\), therefore the field index \(n_i\).

![FIG. 14: Magnetic field in the hard edge model.](image-url)
The transfer matrices, both horizontal and vertical for half the sector can then be computed:

\[
M_{x,\text{sector}/2}^x = M_{F/2}^x \times M_{\text{edge},F}^x \times M_{\text{drift}1}^x \times M_{\text{edge}1,D}^x \times M_D^x \times M_{\text{edge}2,D}^x \times M_{\text{drift}1/2}^x \\
M_{y,\text{sector}/2}^y = M_{F/2}^y \times M_{\text{edge},F}^y \times M_{\text{drift}1}^y \times M_{\text{edge}1,D}^y \times M_D^y \times M_{\text{edge}2,D}^y \times M_{\text{drift}1/2}^y
\]  

(74)

The number of betatron oscillations per cell \( \nu_{x,y} \) can then be calculated using:

\[
\cos (2\pi \nu_{x,y}) = \frac{1}{2} \text{Tr}(M_{x,y}^{x,y})
\]  

(75)

and a condition *sine qua non* for the stability of the transverse motion is:

\[
|\text{Tr}(M_{x,y}^{x,y})| < 2
\]  

(76)

Now, we set the geometrical model of the DFD triplet (see Fig. 15) and express all relations as a function of the bending radius \( \rho_F \) of the focusing magnet:

\[
\rho_F = O_F A = O_F I = O_F B \quad ; \quad \rho_D = O_D C = O_D D \quad ; \quad OC \neq OD
\]

\[
R_F = O I \quad ; \quad R_D = O C \quad ; \quad L_B = B C \quad ; \quad L_{\text{drift}} = DF = 2DE
\]

\[
(BC) \perp (O_F B) \quad ; \quad (BC) \perp (O_D C) \quad ; \quad (O_D D) \perp (DE)
\]

\[
\frac{\alpha_F}{2} + \alpha_B + \alpha_D + \frac{\alpha_{\text{drift}}}{2} = \frac{\pi}{N} \quad ; \quad \theta_F - 2\theta_D = \frac{2\pi}{N} \quad ; \quad \theta_F, \theta_D > 0. \quad [24]
\]

(77)

Applying the sinus law in the triangle \( OO_F B \) yields:

\[
\frac{\rho_F}{R_F} = \frac{\sin \left( \frac{\alpha_F}{2} \right)}{\sin \left( \frac{\alpha_F}{2} \right) + \sin \left( \frac{\theta_F - \alpha_F}{2} \right)}
\]  

(78)

[24] \((O_I, O_E) = \pi/N = (O_F I, O_F B) + (O_D C, O_D D) = \theta_F/2 - \theta_D \quad ; \quad \theta_F, \theta_D > 0.)
Applying the sinus law in the triangles $OBI$, $O_FBI$ and $OBC$ yields:

$$\frac{L_B}{\rho_F} = \frac{L_B}{OB} \times \frac{OB}{\rho_F} = \frac{\sin(\alpha_B)}{\cos\left(\frac{\theta_F - \alpha_F}{2} - \alpha_B\right)} \times \frac{\sin\left(\frac{\theta_F}{2}\right)}{\sin\left(\frac{\alpha_F}{2}\right)}$$  \hspace{1cm} (79)

Applying the sinus law in the triangle $OBC$ yields:

$$\frac{R_D}{L_B} = \frac{\cos\left(\frac{\theta_F - \alpha_F}{2}\right)}{\sin(\alpha_B)}$$  \hspace{1cm} (80)

Applying the sinus law in the triangles $OCD$ and $ODCD$ yields:

$$\frac{\rho_D}{R_D} = -\frac{\sin(\alpha_D)}{\cos\left(\alpha_D + \alpha_B + \frac{\theta_D - \theta_F + \alpha_F}{2}\right)} \times \frac{\cos\left(\frac{\theta_D}{2}\right)}{\sin(\theta_D)}$$  \hspace{1cm} (81)

Applying the sinus law in the triangles $ODE$ and $OCD$ yields:

$$\frac{L_{drift}}{R_D} = \frac{L_{drift}}{OD} \times \frac{OD}{R_D} = 2 \sin\left(\frac{\theta_{drift}}{2}\right) \times \frac{\cos\left(\frac{\alpha_B + \theta_D - \theta_F + \alpha_F}{2}\right)}{\cos\left(\frac{\alpha_D + \alpha_B + \theta_D - \theta_F + \alpha_F}{2}\right)}$$  \hspace{1cm} (82)

Some remarks:

- The second cardinal condition of the similarity (see Eq (43)) implies that the ratio $\rho_i/R_i$ is constant and shall be the same for different closed orbits. This necessarily implies that the bending angles $\theta_F$ and $\theta_D$ are constant and all the relations established above as well.

- Whenever the scaling factors $k_F$ and $k_D$ are different, the similarity of the orbits is no longer satisfied. To show this, let’s proceed using a reductio ad absurdum: let’s suppose that $\rho_i/R_i = const$. Then, from Eq (78) to (81), it results that $\rho_F/\rho_D = const$ and $R_F/R_D = const$. However, if we write,

$$\begin{align*}
B_D &= \frac{p}{q} = B_F \rho_F = B_D \rho_D \\
B_F(R_F) &= B_F0 \left(\frac{R_F}{R_0}\right)^{k_F} \\
B_D(R_D) &= B_D0 \left(\frac{R_D}{R_0}\right)^{k_D}
\end{align*}$$  \hspace{1cm} (83)

this yields,

$$\frac{\rho_F}{\rho_D} = \frac{B_D}{B_F} = \frac{B_D0}{B_F0} \times \frac{\left(\frac{R_D}{R_0}\right)^{k_F}}{\left(\frac{R_D}{R_0}\right)^{k_D}} \propto R_D^{k_F - k_D}$$  \hspace{1cm} (84)

which is R-dependent if $k_F \neq k_D$. This is in contradiction with $\rho_F/\rho_D = const$, which proves the assertion above.

Now, we distinguish two cases:

1st case: we let the scaling factors $k_F$ and $k_D$ be arbitrary functions of the radius. Yet, we assume that the similarity of the orbits remains, i.e $\rho_i/R_i \approx const$. From Eq (71) it results that $n_F(R_F) \propto k_F(R_F)$ and $n_D(R_D) \propto k_D(R_D)$. This is generally a good approximation if $k_F$ and $k_D$ are slightly different.

Based on that, the transfer matrices of the cell can be obtained and the tunes computed using Eq (75). In the original paper of Symon in 1956, it was shown that the number of betatron oscillations per turn obtained from the smooth approximation are given by $8$:

$$\begin{align*}
\nu_x^2 &= k + 1 + \frac{(k + 1)^2 f^2}{N^2} < g_1^2 >_{Av} \\
\nu_y^2 &= -k + \frac{f^2}{2} + \frac{(k - 1)^2 f^2}{N^2} < g_1^2 >_{Av}
\end{align*}$$  \hspace{1cm} (85)
where $k$ is the average scaling factor that is supposed to remain constant. However, this does not take into account any scaling imperfection. Therefore, one decided to extend the previous result by making the following conjecture:

$$\nu_x^2 = x_1k_F + x_2k_D + (x_3k_F + x_4k_D + x_5)^2$$

(86)

$$\nu_y^2 = y_1k_F + y_2k_D + y_3$$

(87)

where $(x_1, x_2, x_3, x_4, x_5)$ and $(y_1, y_2, y_3)$ are constants that are strictly related to the geometry of the cell.

If the conjecture were true, then solving a system of 5 non-linear equations in the horizontal plane, and a system of 3 linear equations in the vertical plane, will provide for a given cell the horizontal and vertical tunes, respectively. For instance, we solve the following system in the vertical plane,

$$\begin{align*}
k_F y_1 + k_D y_2 + y_3 &= \nu_y^2, \\
k_F y_2 + k_D y_3 + y_3 &= \nu_y^2, \\
k_F y_3 + k_D y_4 + y_3 &= \nu_y^3,
\end{align*}$$

where $(k_F, k_D) = 1, 3$ are provided to the hard edge model implemented in Mathematica and $(\nu_y) = 1, 3$ are calculated using Eq (75). This yields $(\nu_y) = (-1.1777, 0.5859, 9.1117)$. For the horizontal plane, we proceed in the same way and obtain $(x_1, x_2, x_3, x_4, x_5) = (2.4990, -0.4833, -0.5262, -0.0121, 3.1184)$. The results are finally summarized in Fig. 16.

![fig1](Horizontal tune of the cell as a function of the radius.)

![fig2](Vertical tune of the cell as a function of the radius.)

**FIG. 16:** Comparison of the tune calculation using the hard edge model with the formula (86) and (87).

In conclusion, for small perturbations, the number of betatron oscillations in the hard edge model of FFAG can be approximated by the formula (86) and (87) above.

**2nd case:** we let the scaling factors be arbitrary functions of the radius. Yet, we drop the assumption of the similarity of the closed orbits. This implies that the bending angles $\theta_F$ and $\theta_D$ are functions of the radius. This also suggests that different closed orbits might cross each other.

We have 6 variables in the system $(\rho_F, \rho_D, R_F, R_D, \theta_F, \theta_D)$ requiring a system of 5 equations in order to express the solutions as a function of $R_F$. From the previous results, we set the system:

$$\begin{align*}
\frac{\rho_F}{R_F} &= \sin\left(\frac{\alpha_F}{2}\right) \\
\frac{\rho_D}{R_D} &= -\sin\left(\alpha_D + \frac{\theta_F - \theta_D + \alpha_F}{2}\right) \times \frac{\cos\left(\frac{\theta_D}{2}\right)}{\sin(\theta_D)} \\
\frac{R_D}{R_F} &= \frac{L_B}{L_B} \times \frac{R_D}{R_F} \\
\frac{\rho_D}{\rho_F} &= \frac{B_D}{B_F} \times \frac{R_D}{R_F} \times R_F^{-k_D} \\
\theta_F - 2\theta_D &= \frac{2\pi}{N}; \quad \theta_{F,D} \geq 0
\end{align*}$$

(88)

The first 3 equations result from the hard edge model. The 4th equation expresses the change of the bending radii with the particle momentum while the last one expresses the periodicity of the equilibrium orbit, with $2\pi / N$ deflection in one sector. This system is highly non-linear, and we do not solve it here. Instead, the Bogoliubov method of averages is invoked in the next section to remediate this problem.
Method of averages

Using the Bogoliubov-Krilov-Mitropolsky (BKM)’s method of averages [17], one can compute approximately the frequencies of betatron oscillations and their dependence on the average field index of the F and D magnets. This method is characterized by the expansion of the dependent variables in power series of a small parameter as detailed below.

We start from Eqs. (19) where the damping term is removed, and re-write the equation of motion for each closed orbit in cylindrical coordinates \((R, \theta)\): differentiating with respect to the azimuthal angle \(\theta\), one obtains:

\[
\frac{dx}{d\theta} = \frac{dx}{ds} \frac{ds}{d\theta} \tag{89}
\]

\[
\frac{d^2 x}{d\theta^2} = \frac{d^2 x}{ds^2} \left( \frac{ds}{d\theta} \right)^2 + \frac{dx}{ds} \frac{d^2 s}{d\theta^2} \tag{90}
\]

Given that the longitudinal position \(s\) is quasi-proportional to the azimuthal angle, one can neglect the 2\(^{nd}\) term derivative \((\frac{d^2 s}{d\theta^2} \approx 0)\). Also, the arclength in cylindrical coordinates is given by:

\[
ds^2 = dR^2 + R^2 d\theta^2 + dz^2 \tag{91}\]

Thus, assuming that the motion is restricted to the median plane, this yields:

\[
ds \frac{d\theta}{d\theta} = \sqrt{R^2 + (\frac{dR}{d\theta})^2} \approx R \tag{92}\]

so that the equations of motion write:

\[
\begin{cases}
\frac{d^2 x}{d\theta^2} + \left[ \mu^2(R, \theta)[1 - n] \right] x = 0 ; \quad \mu(R, \theta) = \frac{R}{\rho} \\
\frac{d^2 y}{d\theta^2} + \left[ \mu^2(R, \theta)n \right] y = 0
\end{cases} \tag{93}\]

Now, Eqs. (93) can be written in cylindrical coordinates, in the standard form:

\[
\frac{d^2 x}{d\theta^2} + g(R, \theta)x = 0 \tag{94}\]

where \(R\) is a parameter that refers to the local radius of the closed orbit at a given azimuth \(\theta\) and \(g(R, \theta)\) is periodic in \(\theta\) with period \(2\pi/N\). In order to apply the averaging method, we introduce the two dimensional vector \(X = \left( x, \frac{dx}{d\theta} \right) \) as well as the independent variable \(\Theta = N\theta\). Then, the above equation can be written in the matrix form:

\[
\frac{dX}{d\Theta} = \frac{1}{N}GX \tag{95}\]

where

\[
G = \begin{pmatrix} 0 & 1 \\ -g(R, \Theta) & 0 \end{pmatrix} \tag{96}\]

The main idea of the averaging method is based on the assumption that the derivative \(dX/d\Theta\) is small. Therefore, one can represent \(X\) as the sum of two terms, a slowly varying term \(\xi\), and small rapidly oscillating terms. If \(N\) is large (\(N = 12\) in our case), this is generally the case and a solution of (95) can be obtained in the form of series of the powers of \(1/N\) [18]:

\[
X(R, \Theta) = \left[ 1 + \frac{1}{N} \tilde{G} + \frac{1}{N^2} \left( \tilde{G}\tilde{G} - \tilde{G} \langle G \rangle \right) + ... \right] \xi \tag{97}\]

where \(\sim\) is the tilde operator defined by:

\[
\tilde{G}(R, \Theta) = \int [G(R, \Theta) - \langle G(R, \Theta) \rangle] d\Theta \tag{98}\]

and \(\langle \rangle\) is the average operator defined by:

\[
\langle G(R, \Theta) \rangle = \lim_{T \to \infty} \frac{1}{T} \int_{0}^{T} G(R, \Theta) d\Theta \tag{99}\]

Now, a solution of Eq. (97) is described by the formula

\[
x = A e^{i\nu \theta} \left[ 1 - \frac{1}{N^2} \tilde{g} + ... \right] \tag{100}\]
where $\nu$ is an approximate solution of the number of betatron oscillations per turn and is given by:

$$\nu^2(R) = \langle g \rangle + \frac{1}{N^2} \langle g^2 \rangle + ...$$

$$\approx \langle g(R, \theta) \rangle + \left( \int \{ g(R, \theta) - \langle g(R, \theta) \rangle \} d\theta \right)^2$$

$$= g_1(R) + g_2(R)$$

(101)

From the geometry of the equilibrium orbit and the approximation made in Eq. (92), it can be shown that:

$$\frac{ds}{d\theta} = R \cos(\phi) \approx R$$

$$\frac{\partial \theta}{\partial x} = \frac{\sin(\phi)}{R} \approx 0$$

$$\frac{\partial R}{\partial x} = \cos(\phi) \approx 1$$

(102)

Now, we calculate the field index $n$:

$$n = -\frac{\rho}{B} \frac{\partial B}{\partial x} = -\frac{\rho}{B} \left[ \frac{\partial B}{\partial R} \frac{\partial R}{\partial x} + \frac{\partial B}{\partial \theta} \frac{\partial \theta}{\partial x} \right] \approx -\frac{\rho}{R} f(R)$$

(103)

Now, back to Eqs. (41). The preceding formalism applies by simply replacing $g(R, \theta)$ by (24):

$$g_x(R, \theta) = \left( \frac{R}{\rho} \right)^2 (1 - n) \approx \left( \frac{R}{\rho} \right)^2 \times \left[ 1 + \frac{\rho}{R} k(R) \right]$$

$$g_y(R, \theta) = \left( \frac{R}{\rho} \right)^2 \times n \approx -\frac{R}{\rho} \times k(R)$$

(104)

We calculate each term in Eq. (101) separately by introducing the azimuthal variation of the scaling factor in the following way:

$$k(R, \theta) = \begin{cases} k_F(R), & \text{if } \theta \in \theta_F \\ k_D(R), & \text{if } \theta \in \theta_D \\ k_{drift}(R), & \text{if } \theta \in \theta_{drift} \end{cases}$$

(105)

We start from the vertical plane and calculate the first order term which is the mean value of the forcing term in Eq. (101):

$$g_{1y}(R_E) = \langle g_y(R, \theta) \rangle$$

$$= -\frac{1}{2\pi/N} \int_0^{2\pi/N} R \rho \times k(R, \theta) d\theta$$

$$= -\frac{1}{2\pi/N} \left[ \left( \int_{\theta_F} \mu(R, \theta) d\theta \right) k_F(R_E) + \left( \int_{\theta_D} \mu(R, \theta) d\theta \right) k_D(R_E) + \left( \int_{\theta_{drift}} \mu(R, \theta) d\theta \right) k_{drift}(R_E) \right]$$

$$= \sum_i \alpha_i(R_E) \times k_i(R_E) \quad ; \quad i = F, D, drift$$

(106)

where $R_E$ is a parameter referring to the radius of the closed orbit of energy $E$ and $\alpha_i(R_E)$ is what we will refer to in the future as "the 1st order index of similarity of the closed orbits":

$$\alpha_i(R_E) = -\frac{1}{2\pi/N} \int_{\theta_i} \mu(R, \theta) d\theta = -\frac{1}{2\pi/N} \int_{\theta_i} R \rho d\theta$$

(107)

The assumption on the similarity of the closed orbits is withdrawn here given that $\alpha_i$ is allowed to change with the radius. Also, note that for the F magnet, $R/\rho > 0$, so that $\alpha_F < 0$. However, for the D magnet, $\alpha_D > 0$. Therefore, by means of Eq. (106), one can predict that, to the first order in the method of averages, the D magnet increases the vertical focusing, while the F magnet plays the opposite role. Also, the drift is included in this formula. Since the drift space between the magnets is susceptible to contain the fringe fields, it may be important in some cases to assign a scaling factor to it to determine its effect on the beam dynamics. However, in the ideal case, $\rho_{drift} \to \infty$ so that $\alpha_{drift} \approx 0$.

The second order term can be calculated using:

$$g_{2y}(R_E) = \left\langle \left[ \int \{ g_y(R, \theta) - \langle g_y(R, \theta) \rangle \} d\theta \right]^2 \right\rangle$$

$$= \left\langle \left[ \int \{ g_y(R, \theta) - g_{1y}(R_E) \} d\theta \right]^2 \right\rangle$$
The azimuthal variation of the field yields an additional positive edge focusing effect (not calculated here), so that, to the first order, the vertical tune writes:

$$\nu^i_y(R_E) = \nu^i_y(B_E) = \nu^i_y(E) = \sum_i \alpha_i(R_E) \times k_i(R_E) + \mathcal{F}^2 \left[ 1 + 2 \tan^2(\xi) \right]$$

where $\mathcal{F}$ is the magnetic flutter (not the flutter function $F$) defined by:

$$\mathcal{F}^2 = \frac{\langle B^2 \rangle - \langle B \rangle^2}{\langle B \rangle^2} = \frac{\langle F^2 \rangle - \langle F \rangle^2}{\langle F \rangle^2}$$

In general $\mathcal{F}$ is $R_E$-dependent.

We repeat the same steps in the horizontal plane by calculating the first order term

$$g_{1x}(R_E) = \langle g_x(R, \theta) \rangle = \frac{1}{2\pi/N} \int_0^{2\pi/N} \left( \frac{R}{\rho} \right)^2 + \frac{R}{\rho} \times k(R, \theta) \right) \, d\theta = \frac{1}{2\pi/N} \int_0^{2\pi/N} \mu(R, \theta)^2 \, d\theta - g_{1y}(R_E)$$

$$= \sum_i \beta_i(R_E) - \sum_i \alpha_i(R_E) \times k_i(R_E) \quad ; \quad i = F, D, drift$$

where $\beta_i(R_E)$ is what we will refer to in the future as "the 2nd order index of similarity of the closed orbits":

$$\beta_i(R_E) = \frac{1}{2\pi/N} \int_0^{2\pi/N} \mu(R, \theta)^2 \, d\theta = \frac{1}{2\pi/N} \int_0^{2\pi/N} \left( \frac{R}{\rho} \right)^2 \, d\theta$$

Thus, to the first order in the method of averages, the number of betatron oscillations in the horizontal plane can be approximated by:

$$\nu^i_x(R_E) = \sum_i \beta_i(R_E) - \sum_i \alpha_i(R_E) \times k_i(R_E)$$

This result is general and applies to any type of FFRA because no assumption is made regarding the analytical form of the magnetic field except that it can be written in the general form of Eq. (110). The idea is that any magnet can be decomposed into a sum of smaller magnets for which one can attribute an average field index that is constant inside (no azimuthal dependence) yet can change with the radius. In other words, if one knows precisely the closed orbits from injection to extraction and the average field index associated to each magnet, then the number of betatron oscillations can be determined by means of the previous results.

**Application example: the KURRI 150 MeV FFAG ring:**

According to the previous results, the number of betatron oscillations per turn in the KURRI DFD triplet is given, to the first order, by the following formula:

$$\nu^i_y(E) = \beta_F(E) + 2\beta_D(E) + \beta_{drift}(E) - \alpha_F(E) \times k_F(E) - 2\alpha_D(E) \times k_D(E) - \alpha_{drift}(E) \times k_{drift}(E) \quad (113)$$

$$\nu^i_x(E) = \alpha_F(E) \times k_F(E) + 2\alpha_D(E) \times k_D(E) + \alpha_{drift}(E) \times k_{drift}(E) \quad (114)$$

where $E$ refers to the particle energy. We calculate the number of betatron oscillations per turn using the tracking code Zgoubi and the TOSCA field map of the DFD triplet. As was shown earlier from benchmarking, the results are in agreement with the other codes (see Fig. 2). Next, the tracking results provide the closed orbits for various particle energies which were then exploited to calculate the horizontal and vertical tunes by applying the 1st order Bogoliubov method of averages (see Eqs. (113) and (114)). The hard edge model formula that was established earlier is also tested (see Eqs. 100 and 101). The main difference between the Bogoliubov method of averages and the hard edge model formula is that the only parameters that may vary in the latter are the average field indices $k_F$ and $k_D$. The results are also compared to the 1st order Symon formula ($\nu^i_y = k + 1$ and $\nu^i_x = - k + \mathcal{F}^2$) in which the scaling factor $k$ as well as the magnetic flutter $\mathcal{F}^2$ are allowed to change with the radius and were obtained from the closed orbits calculation by Zgoubi. Comparison between the different results are summarized in Figs. 17 and 18 below.

The Symon formula is less in agreement with the benchmarking results than the other calculations. There are two reasons for such a disagreement: first, the Symon model assumes that the scaling factor is constant and is azimuthally invariant. Such an assumption is withdrawn in our calculation given that we define an average field index for each magnet (azimuthal variation) that changes with the radius as well. This gives rise to an orbit distortion that is accounted for by the first and second order index of similarity of the closed orbits. These quantities exhibit strong dependence on the radius and provide an additional focusing in the horizontal plane, which is the second reason for the discrepancy. Fig. 19 shows how the second order index of similarity ($\beta(E) = \beta_F(E) + 2\beta_D(E) + \beta_{drift}(E)$) changes with the particle energy.
ZGOUBI model

For a scaling FFAG, an important quantity is the tune which is supposed to remain constant over the entire range of energies. From the hard edge model and the Bogoliubov method of averages, it was found that the tune is sensitive to the average field index $k_F$ and $k_D$ of the F and D magnet respectively. In other words, breaking the scaling law, although a major source of imperfection in scaling FFAG, can also be utilized in order to control the tune path in FFAG.

In order to quantify the source of imperfection, we introduce two new quantities in the calculation: the average value of the tunes $\nu^m_x = \langle \nu_x \rangle$ and $\nu^m_y = \langle \nu_y \rangle$ over the closed orbits to quantify the average focusing strength of the applied forces on the beam, and the rms value of the tunes $\nu_x^{rms} = \langle \nu_x^2 \rangle^{1/2}$ and $\nu_y^{rms} = \langle \nu_y^2 \rangle^{1/2}$ to account for scaling imperfections, i.e. for any tune variations. One could use the $|\max - \min|$ value of the tunes to account for the oscillations. However, the rms quantities have the merit to be average quantities, thus more appealing to use in order to obtain smooth variations of the described quantities.

Given that the energy gain per turn is small (2 keV per turn), one can reasonably assume that the accelerated particle trajectory for a given energy is quasi the same as the closed orbit trajectory. There are two criteria to ensure the stability of the lattice: the first is to find all closed orbits between injection energy and extraction (or final) energy. In our case, we limit this study to $E_{inj} = 11$ MeV and $E_{ext} = 100$ MeV, suitable for the KURRI FFAG. The second criteria...
is that the number of betatron oscillations of the particles, which is obtained from multi-turn tracking around each of
the closed orbits, be strictly positive. The first criteria is justified by the fact that a solution to the system of Eqs (88)
does not always exist. The second criteria ensures that the motion is stable around each closed orbit.

In summary, the procedure is detailed below:

1. Generate a field map for a given \((k_F, k_D)\). The field can be written in cylindrical coordinates as:

\[
B(R, \theta) = B_{F0} \times \left( \frac{R}{R_0} \right)^{k_F} F_F(\theta) + B_{D0} \times \left( \frac{R}{R_0} \right)^{k_D} F_D(\theta)
\]  

(115)

where \(F_F(\theta)\) and \(F_D(\theta)\) are the flutter functions describing the azimuthal dependence of the field and that are
equal to zero in the D and F magnet, respectively. If \(k_F = k_D\), the field writes in the standard form of (Eq 46).

Note that the field is separable in radial and azimuthal coordinates since the flutter functions merge to zero in the
Drift space between the F and D magnets as can be seen in Fig. (20).

2. Search for NCO closed orbits between injection and extraction using the built-in fitting routines in ZGOUBI. NCO
was chosen to be 30 in order to have good statistics and ensure the convergence of the calculated quantities. A
typical example of 4 closed orbits search is illustrated in Fig. (21).

3. For each closed orbit, the number of betatron oscillations in both planes is computed using the ZGOUBI Discrete
Fourier Transform (DFT), from which the average as well as the rms values of the tunes are deduced:

\[
\nu_{x,y}^{m} = \langle \nu_{x,y} \rangle = \frac{1}{NCO} \sum_{i=1}^{NCO} \nu_{x,y,i}
\]

\[
\nu_{x,y}^{rms} = \langle \nu_{x,y}^2 \rangle^{1/2} = \left( \frac{1}{NCO} \sum_{i=1}^{NCO} (\nu_{x,y,i} - \nu_{x,y}^{m})^2 \right)^{1/2}
\]

The merit of the DFT transform is that the assumption of the linear motion made by using Eq (75) is now withdrawn. This method simply relies on the particle coordinates stored turn after turn from particle tracking in ZGOUBI which solves the non-linear equation of motion.

The tracking code Zgoubi that we use for our analysis, solves the non-linear equation of motion [25] using truncated Taylor expansions of the field and its derivatives up to the 5th order. Therefore it is much more accurate than the linear approach which is restrained to the first order.

Now, a scan on \( k_F \) and \( k_D \) provided the stability diagrams of the DFD triplet in the transverse plane (see Figs. 22 and 23). Qualitatively, it shows that, in the case where \( k_F = k_D = k \), the average tune exhibits the right behavior predicted by the Symon formula (85): increasing \( k \) increases the horizontal tune and decreases the vertical one. Besides, the RMS tune exhibits the expected behavior in the vicinity of the line \( k_F = k_D \) where it becomes negligible.

One can also observe that for high \( k \) values, any design imperfection will make the orbits quickly unstable, thus the stability diagram shrinks [26]. This is expected since the second order term in the field expansion becomes non-negligible so that the system is no longer slowly (linearly) responding to perturbations.

\[
B(R) = B_0 \times \left( \frac{R}{R_0} \right)^k = B_0 \times (1 + \frac{x}{R_0})^k \quad ; \quad x \ll R_0
\]

\[
= B_0 \times \left[ 1 + k \frac{x}{R_0} + k(k-1)\left( \frac{x}{R_0} \right)^2 + \ldots + \frac{k(k-1)\ldots(k-n+1)}{n!} \left( \frac{x}{R_0} \right)^n + O \left( \left( \frac{x}{R_0} \right)^{n+1} \right) \right]
\]

Furthermore, this study revealed some interesting results: although the rms tune variations become quite sensitive to scaling imperfections near the boundary of stability, it is observed that in the vicinity of the central line, these quantities are mostly proportional to the difference of the scaling factors as shown in Fig. (26) and can be written in the form:

\[
\nu_{x,y}^{rms} \approx a_{x,y}|k_F - k_D|
\]

This result can also be inferred from the contour plot (see Figs. 22b and 23b). Modifying the colorbar range in Fig. (22a) enabled us to clearly observe the rms tune variations in the inner region of the stability diagram (see Fig. (24)). We will exploit this result later on when we establish a way to counteract the rms tune variations introduced by the space charge effects in scaling FFAG, the idea being to perturb \( k_F \) or \( k_D \).

Another important result that this study revealed is that the vertical tune exhibits the same behavior vis à vis \( k_F \) and \( k_D \), however, for the horizontal tune, the situation is strongly related to whether \( k_D > k_F \) or the opposite (see Fig. 25). This will be discussed more in detail in the next section.

The implication of that is essentially, by implementing trim coils, similar to those that cyclotrons have, one can play with
the average field index of the D-magnet seems to be the right parameter to play with since it has to space charge forces and therefore maintain the scaling properties of the FFAG? Since the space charge has a defocusing effect on both planes, the major advantage would be to avoid crossing any resonances. This is in analogy with trim coils which improve the isochronism in cyclotrons. For high power application, the tune spread is an important issue. However, one can reasonably predict from the previous study that the scaling imperfections can improve the isochronism in cyclotrons. For high power application, the tune spread is an important issue. However, one can reasonably predict from the previous study that the scaling imperfections can improve the isochronism in cyclotrons.

Another important outcome of this study is that the space charge effects increase the rms tune spread: therefore the question that one will tackle is whether one can find a function $k_F(R)$ and $k_D(R)$ that will minimize the tune spread due to space charge forces and therefore maintain the scaling properties of the FFAG? Since the space charge has a defocusing effect on both planes, the average field index of the D-magnet seems to be the right parameter to play with since it has a focusing effect on both planes as shown by the ZGOUBI model(see Fig. [25]).

**Discussion**

From the results of the hard edge model, it was shown that, under the assumption that the similarity of the orbits is maintained, the square of the number of betatron oscillations in both planes is, to the first order, a linear combination of the average field indices $k_F$ and $k_D$ of the focusing and defocusing magnets respectively. Later on, when this assumption was dropped, and, solving the linearized particle equations of motion by means of the Bogoliubov method of averages, it was found that this result can be generalized by defining the $1^{st}$ and $2^{nd}$ order indices of similarity of the closed orbits $\alpha_i$ and $\beta_i$ respectively. According to this method the effect of perturbing the field indices of the magnets may produce
FIG. 24: RMS tune variations of the DFD triplet in the horizontal plane. (Same result as Fig. 22b, but with a modified colorbar range).

FIG. 25: Average tune variations in the transverse plane as a function of $k_F$ or $k_D$. A scan on $k_F$ or $k_D$ is performed by fixing $k_D$ or $k_F$ respectively, to the design value $7.6$.

FIG. 26: RMS tune variations in the transverse plane as a function of $k_F$ or $k_D$.

an orbit distortion that manifests through a radial dependence of the index of similarity of the orbits that adds to the radial dependence of the scaling factors. This changes the tune path in both planes. Besides, the magnetic flutter is susceptible to change when the scaling law is perturbed. Therefore, in this section we compare the results of solving the non-linear equation of motion using the tracking code Zgoubi with those predicted by the Bogoliubov analytical calculation based on the linearized particle equations of motion.

In what follows we exploit the results of the Zgoubi model based on the procedure that was detailed in the previous section (see Eq. 115). The first test that was carried out to characterize the similarity of the orbits is to calculate
vis-à-vis Thus, both magnets act in opposition
decreasing while \( \alpha \) This justifies the importance of the indices \( \alpha \) distance increase between the orbits is essentially dominated at the centre of the F-magnet and grows with the radius.

\[ \text{hard edge model: solving the system of equations (88) in an iterative way yields:} \]

\[ \text{If } \alpha_F(E) = \left( \frac{R}{\rho} \right)_F \implies \theta_F \implies \theta_D \implies \alpha_D(E) = \left( \frac{R}{\rho} \right)_D \quad (119) \]

\[ \langle \frac{R}{\rho} \rangle_F \quad \langle \frac{R}{\rho} \rangle_D \]

\[ (k_F, k_D) = (7.6, 7.0) \quad (k_F, k_D) = (7.6, 7.6) \quad (k_F, k_D) = (7.6, 8.2) \quad (k_F, k_D) = (8.2, 7.6) \quad (k_F, k_D) = (8.2, 8.2) \quad (k_F, k_D) = (8.2, 8.8) \]

\[ \text{FIG. 27: } 1^{\text{st}} \text{ order index of similarity of the closed orbits.} \]

\[ \text{fig1Index of similarity of the F-magnet.} \quad \text{fig2Index of similarity of the D-magnet.} \]

\[ \text{FIG. 28: } 1^{\text{st}} \text{ order index of similarity of the focusing and defocusing magnets.} \]

The 2\(^{nd}\) order index of similarity of the orbits as calculated from the closed orbits is shown in Fig. 28. The trend is similar to the \( \alpha_F \) term as expected: \( \langle R/\rho \rangle_F \gg \langle R/\rho \rangle_D \implies \beta = \langle R/\rho \rangle_D^{2} \approx \langle R/\rho \rangle_F^{2}. \) The \( \beta \) term is particularly important as it represents the additional focusing provided by the horizontal restoring force. In order to better understand the importance of this term and the differences between the scaling and the non-scaling FFAG case, we compare the particle orbits for two samples (see Fig. 29): for the scaling FFAG case, the orbits are parallel to each other (their distance at various azimuthal positions does not change \( \delta R = \text{const} \)). However, for the non-scaling FFAG case \( (k_F \neq k_D) \), the distance increase between the orbits is essentially dominant at the centre of the F-magnet and grows with the radius. This justifies the importance of the indices \( \alpha_i \) and \( \beta_i \) to characterize the particle orbit.
Next, the magnetic flutter (Fig. 32) as well as the average scaling factor (Fig. 31) of the DFD triplet were computed. It is important to notice that the average scaling factor remains nearly constant ($\Delta k/k < 1\%$) when scaling imperfections are introduced ($k_F \neq k_D$) so that the Symon formula does not apply to explain the origin of the RMS tune variations. This also shows that having an average scaling factor $k$ constant is not a sufficient condition to obtain a fixed tune machine.

Based on all the above calculation, we compute the tunes using the Bogoliubov method of averages and compare its results with the Zgoubi calculation which is based on DFT. The results in both planes are shown in Figs. 33 and 34: both results exhibit the same behavior with the two methods and the agreement is quite good except near the boundary of stability.

Also it is observed that the tune variations in the vertical plane are mostly due to the variations of the magnetic flutter. However, in the horizontal plane, the index of similarity $\beta$ carries most of the variations.

All the above parameters characterize the orbits distortion in a scaling FFAG.

**Advanced scaling FFAG concept/correction scheme?:** It is important to realize that systematic errors of the magnetic field, which increase the rms tune variations quite in both planes, are unavoidable. However, based on the above results, it is possible to counteract these errors by producing an antagonistic error every two magnets in the

![FIG. 29: Closed orbits patterns for two cases: scaling (red) vs non-scaling FF AG (blue) in which $k_F \neq k_D$.](image)

![FIG. 30: 2nd order index of similarity of the closed orbits $\beta$.](image)
In this section, we will derive the formula of the turn separation as a function of the energy, which will be useful for later analysis. We start from the scaling law:

\[ r_2 = r_1 \left( \frac{p_2}{p_1} \right) \frac{1}{1 + k} \] (120)

which is equivalent to:

\[ \ln \left( \frac{r_2}{r_1} \right) = \frac{1}{1 + k} \ln \left( \frac{p_2}{p_1} \right) \] (121)

Injecting,

\[ pc = \beta \gamma m_0 c^2 = \left( 1 - \frac{1}{\gamma^2} \right)^{1/2} \gamma m_0 c^2 = (\gamma^2 - 1)^{1/2} m_0 c^2 \] (122)
FIG. 33: Example of tune calculation using the tracking code ZGOUBI (blue) and comparison with the 1st order analytical formula \[1\] (red). To the first order in the method of averages, good agreement (<4%) is obtained in the cases \((k_F, k_D) = (7.6, 7.0)\) and \((k_F, k_D) = (7.6, 7.6)\). However, for the last case, i.e \((k_F, k_D) = (7.6, 8.2)\) the large discrepancy observed (\(\lesssim 16\%\)) is due to the fact that the beam is located nearby the boundary of stability.

FIG. 34: Example of tune calculation using the tracking code ZGOUBI (blue) and comparison with the 1st order analytical formula \[1\] (red). To the first order in the method of averages, the differences are less than 20%. The agreement should be better if the contribution of the second order term is taken into account (given that \(g_{2y} > 0\)).

\[\ln \left( \frac{r_2}{r_1} \right) = \frac{1}{2(1 + k)} \ln \left( \frac{\gamma_2^2 - 1}{\gamma_1^2 - 1} \right) = \frac{1}{2(1 + k)} \ln \left( \frac{E_2^2 - E_m^2}{E_1^2 - E_m^2} \right) \]

(123)

where \(E_i\) refers to the total energy of the particle. We write: \(E_2 = E_1 + \Delta E\) such that \(\Delta E << E_1\) (the energy gain per turn is in general negligible compared to the relativistic mass). Thus,

\[\frac{E_2^2 - E_m^2}{E_1^2 - E_m^2} = \frac{(E_1 + \Delta E)^2 - E_m^2}{E_1^2 - E_m^2} \approx 1 + \frac{2E_1}{E_1^2 - E_m^2} \Delta E \]

(124)

Injecting this into Eq. 123 and applying the exp, one obtains:

\[\Delta r = r_2 - r_1 = r_1 \left[ 1 + \frac{2E_1}{E_1^2 - E_m^2} \Delta E \right] \frac{1}{2(1 + k)} - 1 \]

(125)
or, in a more general form:

$$
\Delta r(E) = r(E) \left[ 1 + \frac{2E}{E^2 - E_m^2} \Delta E \right]^{1/2} (1 + k) - 1
$$

where $r$ is the radius of the closed orbit for which the total energy of the particle is $E$ (can be obtained from Eq. 120 above). Fig. 35 shows a comparison of the turn separation calculation using the tracking code ZGOUBI, with the analytical formula [120].

**FIG. 35**: Turn separation in the KURRI 150 MeV FFAG as a function of the kinetic energy and comparison with the analytical formula [120].

20. “The equations of motion in a non-inertial system differ from the equations in an inertial system by additional terms called inertial forces. This allows us to detect experimentally the non-inertial nature of a system.”
21. The list of parameters in the following notation is summarized in the nomenclature.
A commonly used relation giving the maximum deviation around the closed orbit is: $x_m^2 = \epsilon \beta_m / \pi$ where $\beta_m$ is the maximum value of the periodic betatron function.

From now on, unless otherwise specified, the magnetic field $B$ refers only to the vertical component of the field.

This result is a generalization to what can be found in the Symon paper [8]. We introduce the radial dependence of the tune. In other words, no assumption is made regarding the constancy of the tune or the similarity of the orbits. Also, we distinguish between the F and D magnets, which is equivalent to introducing an azimuthal variation of the scaling factors.

Only externally applied forces are considered here, i.e., no collective effects such as the space charge effects.

Another stability island exists for larger $k$ values, but we restrict our analysis to a KURRI type FFAG for which the design value of $k \approx 7.6$. 