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ABSTRACT

In this paper, we present the introduction of Mbtrack2, a longitudinal RF tracking code, and provide a validation of its capabilities. We compare and verify the beam size and energy spread obtained from Mbtrack2 tracking with the theoretical results. Additionally, we present the results of the beam dynamics, considering the longitudinal beam loading effect. This includes the characterization of the energy spread, bunch length, and centroid offset as a function of the bunch number in the train. Furthermore, we discuss other features of Mbtrack2 code, such as robinson instability and beam equilibrium profile etc.
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1 Introduction

In this paper, we introduce a Python code called Mbtrack2 [1], which has been validated with theory, although some instability features of the code have been benchmarked [2]. The code, developed at SOLEIL, is a
coherent object-oriented framework written in Python for analyzing collective effects or beam-induced loading effects in an electron storage ring. The tracking model of Mbtrack2 is based on mbtrack, a C multi-bunch tracking code initially developed at SOLEIL. Mbtrack2 consists of different modules that allow for easy script writing for single bunch or multi-bunch tracking in a transparent manner.

In addition to beam-loading calculations, the Mbtrack2 code also includes methods to evaluate beam instability. For single bunch instability [3], it can calculate Micro Wave Instability, Transverse Mode-coupling Instability, and Headtail Instability. For multi-bunch instability, it includes the Resistive Wall Induced Coupled-bunch Instability and Robinson Instability modules. The general calculations related to instability included in Mbtrack2 are listed below.

* Compute the microbunching instability (MBI) threshold for a bunched beam considering the steady-state parallel plate model [4][5].
* Compute the longitudinal and transverse coupled bunch instability thresholds driven by higher-order modes (HOMs) [6][7].
* Compute the threshold current of the transverse coupled-bunch instability induced by resistive wall impedance [8].
* Compute the rise time of fast beam ion instability [9][10][11].
* Compute Robinson Instability [12].

The paper is organized as follows. The first section of this paper cites the formulas for beam length and energy spread in a storage ring. The subsequent section presents the beam-induced voltage in a storage ring. In the last section, we calculate and compare the results of bunch length, energy spread, and beam-induced voltage obtained from the Mbtrack2 code with the theoretical results from the previous sections.

2 Some Formulas in A Strorage Ring

2.1 Bunch length and Energy Spread in A Strorage Ring

In the paper, the 5 GeV ESR lattice (version 5.3, Bmad format) is used for all studies. The lattice parameters are listed in Table 1. The energy loss per turn $U_0$ in the table is given by

$$ U_0 = \frac{C_\gamma E_0^2 I_2}{2\pi} \tag{1} $$

while $C_\gamma \approx 8.846 \times 10^{-5} m/GeV^3$. 

The natural energy spread $\sigma_\delta$ and bunch length $\sigma_z$ are given by:

\[
\sigma_\delta^2 = C_q \gamma^2 \frac{I_3}{J_z J_2}
\]

\[
\sigma_z = \frac{\alpha_p c}{\omega_s} \sigma_\delta
\]

\[
\omega_s = \sqrt{-\frac{eV_c \eta_p \cos \phi_s}{2\pi \beta^2 E_0}}
\]

(2)

while $C_q = 3.832 \times 10^{-13} m$ and $\omega_s$ is the synchrotron tune of the storage ring with cos conversion.

According to Eq. (2) one can observe that the nature of the energy spread is determined by the lattice itself, while the bunch length is determined by both the RF parameters and the lattice parameters. Later, the simulated beam length using mbtrack2 with various configurations will be compared with the aforementioned analytical bunch length formula.

Table 1: The parameters of 5 GeV ESR lattice calculated from Bmad.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>value</th>
<th>unit</th>
<th>comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E_0$</td>
<td>5</td>
<td>GeV</td>
<td>Energy</td>
</tr>
<tr>
<td>$L$</td>
<td>3833.930</td>
<td>m</td>
<td>length</td>
</tr>
<tr>
<td>$I_0$</td>
<td>2.5</td>
<td>A</td>
<td>Average beam current</td>
</tr>
<tr>
<td>M</td>
<td>580</td>
<td></td>
<td>number of bunches</td>
</tr>
<tr>
<td>$Q_x$</td>
<td>40.120006</td>
<td></td>
<td>Tune</td>
</tr>
<tr>
<td>Chrom$_x$</td>
<td>1.195723</td>
<td></td>
<td>dQ/(dE/E)</td>
</tr>
<tr>
<td>$J_x$</td>
<td>1.004150</td>
<td></td>
<td>Damping Partition</td>
</tr>
<tr>
<td>$\epsilon_x$</td>
<td>$2.54404 \times 10^{-8}$</td>
<td>m rad</td>
<td>Emittance</td>
</tr>
<tr>
<td>$\alpha_x$</td>
<td>$9.55030 \times 10^{-5}$</td>
<td></td>
<td>Damping per turn</td>
</tr>
<tr>
<td>$\tau_x$</td>
<td>$1.33908 \times 10^{-1}$</td>
<td></td>
<td>Sec</td>
</tr>
<tr>
<td>$Q_y$</td>
<td>37.100001</td>
<td></td>
<td>Tune</td>
</tr>
<tr>
<td>Chrom$_y$</td>
<td>0.804365</td>
<td></td>
<td>dQ/(dE/E)</td>
</tr>
<tr>
<td>$J_y$</td>
<td>0.999908</td>
<td></td>
<td>Damping Partition</td>
</tr>
<tr>
<td>$\epsilon_y$</td>
<td>$2.89894 \times 10^{-14}$</td>
<td>m rad</td>
<td>Emittance</td>
</tr>
<tr>
<td>$\alpha_y$</td>
<td>$9.50996 \times 10^{-5}$</td>
<td></td>
<td>Damping per turn</td>
</tr>
<tr>
<td>$\tau_y$</td>
<td>$1.34476 \times 10^{-1}$</td>
<td></td>
<td>Sec</td>
</tr>
<tr>
<td>$Q_z$</td>
<td>6.25245E-02</td>
<td></td>
<td>Tune</td>
</tr>
<tr>
<td>$\sigma_\delta$</td>
<td>5.18657E-04</td>
<td></td>
<td>equilibrium energy spread</td>
</tr>
<tr>
<td>$U_0$</td>
<td>9.51083E+05</td>
<td>eV/turn</td>
<td>Energy Loss</td>
</tr>
<tr>
<td>$J_z$</td>
<td>1.99503E+00</td>
<td></td>
<td>Damping Partition</td>
</tr>
<tr>
<td>$\alpha_z$</td>
<td>1.89744E-04</td>
<td></td>
<td>Damping per turn</td>
</tr>
<tr>
<td>$\tau_z$</td>
<td>6.73993E-02</td>
<td></td>
<td>Damping time</td>
</tr>
<tr>
<td>$\alpha_p$</td>
<td>1.33646E-03</td>
<td></td>
<td>Momentum Compaction</td>
</tr>
<tr>
<td>$\eta_p$</td>
<td>1.33645E-03</td>
<td></td>
<td>Slip factor</td>
</tr>
<tr>
<td>$\gamma_t$</td>
<td>2.73540E+01</td>
<td></td>
<td>Gamma at transition</td>
</tr>
<tr>
<td>$I_0$</td>
<td>1.15168E+05</td>
<td>synchrotron integral</td>
<td></td>
</tr>
<tr>
<td>$I_1$</td>
<td>5.12889E+00</td>
<td>synchrotron integral</td>
<td></td>
</tr>
<tr>
<td>$I_2$</td>
<td>1.08084E-01</td>
<td>synchrotron integral</td>
<td></td>
</tr>
<tr>
<td>$I_3$</td>
<td>1.56153E-03</td>
<td>synchrotron integral</td>
<td></td>
</tr>
</tbody>
</table>
2.2 Beam-Induced Voltage in A Storage Ring

In this section, we will cite some basic and useful formulas regarding the beam loading effect, primarily adapted from the reference [12]. These formulas will be utilized in the mbtrack2 code. It is important to note that these formulas employ sine conversion, while a reference [13] employs cosine conversion for verification.

<table>
<thead>
<tr>
<th>Parameter symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( V_c )</td>
<td>Voltage across the RF cavity gap</td>
</tr>
<tr>
<td>( V_b )</td>
<td>beam-induced voltage at resonance</td>
</tr>
<tr>
<td>( I_g )</td>
<td>generator current (transformed to the gap)</td>
</tr>
<tr>
<td>( I_b )</td>
<td>rf component of the beam current, image beam current at ( f_c ). ( I_b = 2I_0 ) for shot bunches.</td>
</tr>
<tr>
<td>( I_0 )</td>
<td>generator current needed to produce ( V_c ) when the cavity is at resonance without beam current</td>
</tr>
<tr>
<td>( R_s )</td>
<td>shunt resistance of the whole accelerating system (cavity, transmitter and beam load)</td>
</tr>
<tr>
<td>( f_g )</td>
<td>RF generator frequency</td>
</tr>
<tr>
<td>( f_c )</td>
<td>cavity resonant frequency</td>
</tr>
<tr>
<td>( f_0 )</td>
<td>revolution frequency of the synchronized beam particles</td>
</tr>
<tr>
<td>( \omega_g )</td>
<td>RF generator angular frequency</td>
</tr>
<tr>
<td>( \omega_c )</td>
<td>cavity resonant angular frequency</td>
</tr>
<tr>
<td>( \omega_0 )</td>
<td>angular revolution frequency of the synchronized beam particles</td>
</tr>
<tr>
<td>( \theta_s )</td>
<td>stable phase angle for very short bunches measured from zero crossing of rf wave</td>
</tr>
<tr>
<td>( \psi )</td>
<td>phase between total current or cavity current and cavity voltage ( V_c ), the detuning angle.</td>
</tr>
<tr>
<td>( h )</td>
<td>the rf harmonic number</td>
</tr>
<tr>
<td>( N_b )</td>
<td>the equal bunches number in the ring separated equally by ( h_b )</td>
</tr>
<tr>
<td>( \beta )</td>
<td>cavity coupling coefficient</td>
</tr>
</tbody>
</table>

2.2.1 Transient Beam Loading in RF frame for Equally Spaced Bunches

In this section, we derive the induced-voltage buildup from the transient state. Let the bunch spacing be denoted as \( \Delta T_b \) in time. The filling time or cavity time constant is represented as \( T_f \), and the e-folding voltage decay decrement between two successive bunch passages is denoted as \( \tau \). They can be expressed as follows:

\[
T_f = \frac{2QL}{\omega_c} \\
\tau = \frac{\Delta T_b}{T_f}
\]

where \( \omega_c \) is the frequency of RF cavity. For the calculation of beam-induced voltage in the RF generator frame, the reference is chosen such that the voltage \( V_{b0} \) induced by each of the bunches lies along the negative real axis. During this time period, the phase of the RF cavity fields changes by \( \omega_c \Delta T_b \), while the phase of the RF generator changes by \( \omega_{rf} \Delta T_b \). Here, \( \omega_{rf} \) represents the frequency of the RF generator.

Consequently, between successive bunches, the induced cavity voltage experiences a phase slip (relative to an RF generator frame that rotates as \( e^{j\omega t} \)), or its phasors rotate by an angle of \( \delta \Delta T_b \). The slippage factor \( \delta \) and this angle can also be expressed in terms of the detuning angle \( \psi \).

\[
\delta = (\omega_c - \omega_g)
\]
Fig. 1: Diagram illustrating the accumulation of transient beam-induced voltages in a cavity due to a sequence of evenly spaced bunches. Each preceding voltage phasor exhibits a phase advance or phase slip $\delta \Delta T_b$ or $e^{i \delta \Delta T_b}$ caused by detuning, as well as an amplitude decay of $e^{-\tau}$. It is important to note that the bunch currently passing by experiences only half of its induced voltage, $V_{b0}/2$. These voltage phasors combine to form the overall beam loading voltage phasor $\tilde{V}_b$.

$$\tan(\psi) = \frac{\delta \Delta T_b}{\tau} = 2Q_L \frac{\omega_c - \omega_g}{\omega_c}$$

Fig. 1 illustrates the buildup of beam-induced voltage in a cavity caused by a series of equidistant bunches. It can be observed from Fig. 1 that $\delta \Delta T_b$ represents the relative angle between successive bunches, rather than an absolute angle with respect to the original coordinate system. This coordinate system is referred to as the RF frame in the mbtrack2 code.

In addition to the phase shift, the induced voltage amplitude also decays in length by a factor of $e^{-\tau}$. When a short bunch carrying a charge $q$ passes through, it generates a transient beam loading voltage denoted as $V_{b0}$, which can be mathematically expressed as:

$$V_{b0} = \frac{q}{C} = q\omega_c \frac{R_L}{Q_L} = 2k_lq = I_0 \Delta T_b\omega_c \frac{R_L}{Q_L} = 2I_0R_L\tau$$

Where $k_l$ is the cavity loss factor and can be written as:

$$k_l = \frac{\omega_c R_L}{2Q_L}$$

As subsequent short bunches pass through the same region, they also contribute to the beam loading voltage. The total beam loading voltage, denoted as $V_b$, is obtained by vectorially adding up the beam loading voltage
phasors for all previous bunch passages. They can be expressed as:

\[ \tilde{V}_b = \frac{1}{2} V_{b0} + V_{b0} \left( e^{-\tau e^{j\delta \Delta T_b}} + e^{-2\tau e^{j\delta \Delta T_b}} + e^{-3\tau e^{j\delta \Delta T_b}} + \ldots \right) \]  

(9)

Finally, we can obtain the beam-induced voltage for an equally spaced full ring using Equation 9:

\[ \tilde{V}_b = V_{b0} \left( \frac{1}{1 - e^{-e^{j\delta \Delta T_b}}} - \frac{1}{2} \right) \]  

(10)

Wilson’s fundamental theorem of beam loading states that a particle in a cavity experiences only half of its own induced voltage, which is represented as the \( \frac{1}{2} \) term in the equation above. This induced voltage arises from the excitation of the cavity and oscillates at the resonant frequency of the cavity. It is worth noting that higher-order modes of the cavity are not considered in this analysis.

2.2.2 Steady-State Beam Loading in Beam frame

In the previous sections, the derivation of the beam-induced voltage buildup in a resonant cavity was presented based on first principles, eliminating the requirement for an external RF generator. In this scenario, it is appropriate to select a reference phase that aligns the beam-induced voltage at resonance with the negative real axis.

However, when a voltage component from an RF generator is present in phasor diagrams and the beam-induced voltage has been accumulated, it is customary to position the net cavity voltage along the positive real axis, as depicted in Figure 2. This alignment coincides with the placement of the beam current phasor and is referred to as the beam frame within the mbtrack2 code.

In this paper, the beam frame is utilized for simulating beam-induced voltage and beam-loading effects. On the other hand, the RF frame is exclusively employed for calculating the initial beam-induced voltage. In

![Fig. 2: Diagram depicting the vector addition of the generator and beam loading voltage in an RF cavity.](image)

this frame, the projection on the positive axis of the cavity voltage, located at the synchronous phase angle \( \phi \),
represents the accelerating component of the cavity. The generator current $I_g$, whose phase aligns with the generator-induced voltage at resonance $\hat{V}_{gr}$, is inclined at an angle $\theta$ with respect to the real axis (and with respect to the beam current, $I_b$).

In the beam frame, the induced voltage amplitude decays in length by a factor of $e^{-\tau}$, similar to the RF frame. However, in this case, the phase slippage factor is denoted as $\delta$, which currently is given by:

$$\delta = \omega_c$$  \hspace{1cm} (11)

In the limit of small $\tau$ and small $\delta$, Eq. 10 can be rewritten with the assistance of Eq. 6 and Eq. 7 as follows:

$$\hat{V}_b = 2I_0 R_L \cos(\psi)e^{j\psi}$$
$$V_{br} = 2I_0 R_L = \frac{2I_0 R_s}{1 + \beta} = I_b R_L = \frac{V_{60}}{\tau}$$
$$\hat{V}_g = V_{gr} \cos(\psi)e^{j\psi}$$  \hspace{1cm} (12)

Meanwhile, the generator voltage can be expressed as:

$$V_{gr} = I_g R_L = \frac{2\beta^{1/2}}{1 + \beta} \times (2RP_g)^{1/2}$$
$$\hat{V}_g = V_{gr} \cos(\psi)e^{j\psi}$$  \hspace{1cm} (13)

While the cavity voltage can be expressed as:

$$\hat{V}_c = \hat{V}_b + \hat{V}_g$$  \hspace{1cm} (14)

The real (accelerating) and imaginary components of the net cavity voltage are as follows:

$$V_R = V_c \cos \phi = V_{gr} \cos \psi \cos(\theta + \psi) - V_{br} \cos \psi^2$$
$$V_I = V_c \sin \phi = V_{gr} \cos \psi \sin(\theta + \psi) - V_{br} \cos \psi \sin \psi$$  \hspace{1cm} (15)

Using Eq. 12, Eq. 13 and Eq. 15. The required generator power, expressed in terms of $V_c$ and $\phi$, for a given cavity detuning angle $\psi$ and coupling $\beta$, can be written as follows:

$$P_g = (1 + \beta)^2 \frac{8\beta}{R_s} V_{gr}^2$$
$$= (1 + \beta)^2 \frac{8\beta}{V_c} \left[ \left( \frac{\cos \phi_s}{\cos \psi} + \frac{V_{br}}{V_c} \cos \psi \right)^2 + \left( \frac{\sin \phi_s}{\cos \psi} + \frac{V_{br}}{V_c} \sin \psi \right)^2 \right]$$  \hspace{1cm} (16)

Another similar method for obtaining the power consumption of the RF generator mentioned above has been described in [13]. The detailed procedure is provided in Appendices A and B, using different notation.
2.2.3 Steady-State Beam Loading Optimization

The adjustment of the RF system must be performed in such a way as to provide the desired energy gain for synchrotron energy loss $U_0$.

Meanwhile, in order to increase the efficiency of a generator, it is advantageous for the phasors of the generator current $\dot{I}_g$ (and therefore $\dot{V}_{gr}$) and the RF voltage $\dot{V}_c$ to be aligned in the same direction. This alignment ensures that the load appears as purely resistive to the generator, minimizing the amount of energy stored in the system. Thus, the energy flow from the generator to the cavity is maximized, and the reflected voltage from a beam-loaded cavity will appear real. From Figure 2, this implies that $\theta = \phi$, and it can be achieved by changing the detuning angle $\psi$.

By utilizing this condition and applying the law of sines to the phasor triangle, we can obtain the optimum operating parameters, which are listed below:

$$\beta_0 = 1 + \frac{2I_0R_s\cos\phi}{V_c} = 1 + \frac{P_b}{P_c} \quad (17)$$

$$\tan\psi_0 = \frac{V_{br}}{V_c}\sin\phi \quad (18)$$

$$V_{gr0} = V_c + V_{br}\cos\phi$$

$$P_{g0} = \frac{(1 + \beta)^2}{8\beta R_s}V_{gr0}^2 \quad (19)$$

The compensation scheme involving detuning is more effective compared to the scheme without it. This is because a portion of the beam loading voltage is utilized for the RF cavity voltage, and the current generated by the generator is synchronized with the RF cavity voltage. Consequently, the power required by the generator is reduced compared to the case where detuning is not employed.

Taking the derivative of Eq. [16] with respect to the detuning angle demonstrates that the generator’s power reaches its minimum value when the phasors of the generator’s current and the RF voltage are in-phase. In situations where the beam intensity is extremely high, the voltage $V_b$ for beam loading may significantly exceed the necessary gap voltage $V_c$.

To achieve optimal performance when using the mbtrack2 code for tracking, the following procedure must be followed:

* First, we should set the coupling $\beta$ to optimal value via Eq. [17].

* then set the detuning angle to optimal conditions via Eq. [18].

* finally, we set generator parameters $P_g$ via Eq. [16], $V_{gr}$ via Eq. [13] $\theta_{gr}$ via Eq. [15] $V_g$ via Eq. [12] and $	heta_g = \theta_g + \psi$ for a given current and other RF parameters.
2.3 Robinson Instability

In this section, we present the theory concerning the Robinson Instability, which encompasses two distinct types of stability limits [14]. The first criterion for Robinson stability is impedance limitation or phase oscillation stability, which indicates that the detune frequency should be increased or decreased in comparison with $h\omega_0$. The second criterion for Robinson stability is RF power limitation, aiming to reduce the RF power requirement.

2.3.1 Phase Instability and Impedance Limitation

![Diagram showing cavity tuning for positive Robinson damping above transition energy. The cavity frequency is moved to the left side of $h$ harmonic order of revolution frequency.](image)

**Fig. 3:** Cavity tuning for positive Robinson damping above transition energy. The cavity frequency is moved to the left side of $h$ harmonic order of revolution frequency.

To achieve stable phase oscillations, it is necessary to set the correct synchronous phase, which depends on whether the particle energy is below or above the transition energy. Robinson found that phase stability for particles above the transition energy requires the RF voltage to decrease with increasing phase.

For energies above the transition energy, the revolution frequency is lower for higher bunch energies compared to the reference energy, and vice versa. To damp coherent phase oscillations, the cavity must be tuned such that the bunch loses more energy in the cavity at higher energies (lower frequency) during the course of coherent synchrotron oscillation, and loses less energy at lower energies (higher frequency).

Therefore, the first Robinson stability criterion is a tuning angle $\psi < 0$ for energies above the transition energy. The cavity resonance frequency is tuned to the left side of $h\omega_0$. Fig. 3 demonstrates that the impedance of the cavity should decrease with increasing frequency for damping to occur. And it can be demonstrated to be the reverse below the transition energy.
For a more detailed discussion on the qualitative and quantitative approaches to phase instability, refer to the following references: [14], [15], [16].

2.3.2 RF Power Or Voltage Limiation

The second stability limit arises due to the constraint imposed by the available RF power. Referring to Fig. 2, we observe that the phase of the generator voltage component relative to the beam is denoted as $\theta + \psi$. Consequently, the condition $dV_g/dt < 0$ yields $\sin(\theta + \psi) > 0$. Alternatively, using Eq. [15] we can derive the following expression:

$$2V_c \sin\phi + V_{br} \sin 2\psi > 0$$ (20)

Furthermore, if the cavity tuning is adjusted to ensure the beam-loaded cavity voltage appears real, and if the cavity coupling is also optimized, then the second Robinson instability criterion can be expressed as follow:

$$V_c > V_{br} \cos\phi$$ (21)

which the Robinson stability criterion condition is always satisfied in Mbtrack2 [12].

3 Mbtrack2 Validation

3.1 Beam Tracking in Mbtrack2

Mbtrack2 is a tool that handles RF cavities and longitudinal beam dynamics, considering the influence of the RF generator and beam loading effects. To accomplish this, it employs the cosine convention for RF voltage. The treatment of cavity physics in Mbtrack2 follows the phasor formalism established in reference [1]. For detailed insights into the implementation and benchmarking, please refer to references [17] and [18].

3.1.1 RFCavity Tracking Method

There are two main methods in the tool that handle this: RFCavity and CavityResonator. The RFCavity method is a simple one used for tracking, which models RF cavities using a perfect cosine wave. With this method, all macro-particles in a bunch can be tracked with a single mathematical operation.

The track algorithm of the RFCavity method can be called for both Bunch and Beam elements, and it simply applies:

$$\delta = \delta + \frac{V_c}{E_0} \cos(m\omega_g \tau + \theta)$$ (22)

Here $\delta$ denotes the energy spread.

The plot shows the bunch length (top), energy spread (bottom left), and longitudinal emittance (bottom right) as a function of tracking turns for three different initial beam sizes. The RFCavity method is used during the
tracking process. It can be observed that the three different initial beam sizes converge to a single value after 10k turns.

A similar benchmark was also carried out using SOLEIL II parameters. The energy spread, bunch length, and emittance tracking with the mbtrack2 code also agree very well with theory [19].

3.1.2 CavityResonator Tracking Method

On the other hand, the CavityResonator method is the primary approach utilized for self-consistently modeling RF cavities, taking into account beam loading. In this method, the bunch is divided into multiple bins, and the macro-particles within each bin are tracked simultaneously. Consequently, this method exhibits slower performance compared to the RFCavityh method. Nonetheless, the CavityResonator method proves useful for modeling active RF cavities, passive RF cavities, and HOM cavities in tracking.

The tracking process employing the CavityResonator method relies on the cavity phasor, which represents the phasor summation of the generator phasor and the beam phasor. The generator phasor is defined by the generator voltage $V_g$ and phase $\theta_g$:

$$\hat{V}_g = V_0 e^{j(m\omega_g \tau + \theta_g)}$$  \hspace{1cm} (23)

In the context of beam dynamics, the beam phasor undergoes dynamic evolution during each operation of the bins, which is dependent on the positions and charges of the macro-particles.
The beam phasor, denoted as $\hat{V}_b$, is constructed through the successive passages of various particles within the cavity. Longitudinally, each bunch is divided into bins, and as a bin of charged particles passes through the RF cavity, it induces a voltage.

$$\hat{V}_0 = -2k_l q_{mp} N_{mp}$$

(24)

Where $k_l$ is the cavity loss factor, $q_{mp}$ is the macroparticle charge, and $N_{mp}$ is the number of macroparticles in the bin.

The total voltage induced by the particles crossing the cavity is the result of summing the present beam-induced voltage $\hat{V}_0$ with the previous voltage $\hat{V}_b(t)$ in the cavity at time $t$ after $\Delta t$ time of amplitude and rotation angle decay.

$$\hat{V}_b(t + \Delta t) = \hat{V}_b(t)e^{-\tau e^{j\delta \Delta t}} + \hat{V}_0 = \hat{V}_b(t)e^{-\tau e^{j\delta \Delta t}} - 2k_l q_M$$

(25)

Where $\tau$ is defined in Eq. 4 and $\delta$ is the phase slippage factor, as mentioned in previous sections. The simulated/tracked beam-induced voltage in the beam frame via Eq. 25 will be compared with the analytical formulas in Eq. 9 and Eq. 10.

\[
\delta = \delta + \frac{q}{E_0} \left[ Re[\hat{V}_g] + Re[\hat{V}_b] - q_Mk_l \right]
\]

(26)

\[
\text{Fig. 5:} \quad \text{The plot depicts the relationship between the bunch length and RF cavity voltage for two methods: the RFcavity method (represented by the green curve) and the CavityResonator method (represented by the blue curve). The corresponding theoretical results for each method are shown as dashed lines.}
\]
Fig. 6: The plot depicts the relationship between the energy spread and RF cavity voltage for two methods: the RF cavity method (represented by the green curve) and the Cavity Resonator method (represented by the blue curve). The corresponding theoretical results for each method are shown as dashed lines.

At the initialization of the Cavity Resonator, the beam phasor is set to zero.

3.1.3 One Turn Tracking Map

The one-turn tracking map in the mbtrack2 code includes a particle’s longitudinal position and energy map. The phase space employed in the mbtrack2 code is represented by \((\tau, \delta)\), which corresponds to the domain of time and energy spread. The variation in energy spread caused by synchrotron radiation is given by:

\[
\delta = \delta - \frac{U_0}{E_0} \tag{27}
\]

while the energy spread change because of radiation damping and quantum excitation can be expressed as:

\[
\delta = (1 - \frac{2T_0}{\tau_z})\delta + 2\sigma_\delta \frac{T_0}{\tau_z}^{0.5} \times \text{rand} \tag{28}
\]

To save some computation time with Mbtrack2, Eq. [26] Eq. [27] and Eq. [28] could be put together within one line and we can get the energy spread one turn map as:

\[
\delta = (1 - \frac{2T_0}{\tau_z})(\delta - \frac{U_0}{E_0}) + 2\sigma_\delta \frac{T_0}{\tau_z}^{0.5} \times \text{rand} + \frac{q}{E_0} \left[ \text{Re}[\hat{V}_g] + \text{Re}[\hat{V}_b] - q_M k_l \right] \tag{29}
\]
While one turn longitudinal map including the beam position is:

\[ \sigma_z = \sigma_z + \eta_p T_0 \delta \]  

(30)

here \( \eta_p \) is the frequency slip factor and \( T_0 \) is the revolution time.

3.2 Bunch Length and Energy Spread Validation with Mbtrack2 Tracking

First, we validate the beam length tracking in Mbtrack2 by comparing the results with the theoretical formula, Eq. 2. We track the beam lengths as a function of RF cavity voltage using both the RFcavity and CavityResonator methods (both without beam loading effect).

Fig. 5 depicts the beam length as a function of RF cavity voltage for different tracking methods and their theoretical results. It can be observed that the tracking results agree very well with the theoretical results for moderate cavity voltages. However, for high cavity voltages, the tracking results begin to diverge (less than 5 percent) from the theoretical results, possibly due to over-focusing by the cavity. Therefore, we should avoid over-focusing of the RF cavity.

Fig. 6 depicts the beam energy as a function of RF cavity voltage for different tracking methods and their theoretical results. It can be observed that the beam energy spread increases with high cavity voltage, reaching approximately 4 percent and 2 percent for the RFCavity and CavityResonator methods, respectively. Nevertheless, the results still agree well with each other.

From the beam length and energy spread tracking, we can conclude that the Mbtrack2 code accurately handles the beam length and energy spread.

There is a deviation of several percent between the simulation and theory, which may arise from two reasons. The first reason is the possible initial beam mismatch with the RF bucket. As we know, for a fixed energy of the Hamiltonian, we can obtain the phase space shape of a particle, which consists of sets of ellipses.

\[ \delta \hat{\phi}^2 + \phi^2 = 1 \]

(31)

Where \( \phi = \phi - \phi_s \), \( \delta \) and \( \hat{\phi} \) represent the maximum amplitudes of the phase-space ellipse. The phase area of the ellipse is given by \( \pi \delta \phi \). Further details about Eq. 31 can be found in the reference [21].

By examining Eq. 31, we observe that the energy and longitudinal phase or position of particles reside on the ellipses in the phase space, following the rule described by Eq. 31. However, during the initial generation of macro-particles, these two dimensions are randomly and independently generated. As a result, a discrepancy
arises between them, which can be observed as a discrepancy between the Cavity method and the theoretical results.

Another factor that may contribute to this discrepancy is the binning of the bunch. In the simulation using CavityResonator, the bunch is divided into bins. The number of bins used for slicing the bunch has an impact on the simulated beam length and energy, which will be demonstrated later.

![Fig. 7: The plot shows the beam-induced voltage calculated with formula in beam-frame and RF-frame, as well as from the Mbtrack2 tracking.](image)

**Table 3:** Induced voltages and phase angles

<table>
<thead>
<tr>
<th></th>
<th>Real [MV]</th>
<th>Imag [MV]</th>
<th>Phase Angle [degree]</th>
</tr>
</thead>
<tbody>
<tr>
<td>formula</td>
<td>−1.1524</td>
<td>36.4904</td>
<td>91.8089</td>
</tr>
<tr>
<td>iteration</td>
<td>−1.1896</td>
<td>36.4894</td>
<td>91.8673</td>
</tr>
<tr>
<td>mbtrack2</td>
<td>−1.1384</td>
<td>36.5822</td>
<td>91.7824</td>
</tr>
</tbody>
</table>

### 3.3 Beam Loading Validation with Mbtrack2 Tracking

In this section, we first validate the beam-induced energy using the CavityResonator method by employing 1260 equally spaced bunches, with a total beam current of 2.5 A. Fig. 7 illustrates the beam-induced voltage as a function of tracking turns, calculated via the mbtrack2 initial phasor function, along with an iteration loop based on Eq. 9 within the RF frame and beam frame.
Fig. 8: The top plot shows the beam induced-voltage as function of the bunch train or RF buckets. The bottom plot shows the beam-induced voltage as function of longitudinal macroparticle position in a bunch.

From the plot, we observe excellent agreement between the results obtained from mbtrack2 (red curve) and the others. The slight discrepancy at the beginning of tracking, where mbtrack2 differs from the others, arises due to the absence of beam-induced voltage data points at each bunch location in mbtrack2, while the other two methods incorporate this information. The parameters of the last data point for each method are listed in the table 3.

Based on the table 3 and the plot 7, it is evident that the calculated beam loading agrees very well with both theory and our self-developed iteration algorithm.

Next, we check the beam-induced energy using the CavityResonator method with 290 equally spaced bunches, where 24 empty buckets are present between each bunch. Additionally, there is an empty gap at the end of the bunch train which contains 100 empty RF buckets.

The top plot in Figure 8 depicts the beam-induced voltage as a function of RF buckets for the first turn of tracking. The beam-induced voltage corresponds to the voltage at the center of each RF bucket, with 24 empty buckets separating each bunch. The zoomed-in plot on the top right of the figure reveals that the initial beam-induced voltage is approximately 0.97 MV after the first bunch. Subsequently, the voltage decays with
time, encompassing both amplitude and angle. Due to the high Q-factor, the decay is predominantly governed by angle rotation rather than amplitude decay. Consequently, the voltage increases after passing through the 24 empty buckets. After passing the second bunch (the red vertical line), the beam-induced decrease again

because of the induced voltage from this fresh bunch, and it increases again while going through the later empty RF buckets. This process is repeated 290 times, and the beam-induced voltage reaches about -2.44 MV. After that, it goes through another 100 empty bucket gap and starts another turn.

The bottom plot in Fig. 8 shows the beam-induced voltage inside (along) the first bunch (the green line) and the last bunch (the blue line). At the center (the vertical red line) of both bunches, their beam-induced voltages are 0.97 MV and -2.44 MV respectively (see also the top plot). The plot indicates that particles at different longitudinal beam locations will experience different beam-induced voltages.

If we extend the bunch length to cover the full length of the bucket, the bottom beam-induced voltage along the longitudinal position can be represented by a sine wave-like profile in the bottom plot of Fig. 8

3.4 Equilibrium Profile and Position Validation

There is a method (formula) to obtain the equilibrium bunch density distribution [17] with an arbitrary number of active or passive RF cavities in a uniform filling pattern. The calculation method has been implemented in the Mbtrack2 code and compared with tracking [18].
The method covers the general case of an RF system with an arbitrary number of cavities, taking into account both beam loading and generator voltage. This approach can be applied to various scenarios, including the main RF cavity, passive and active harmonic cavities, with different phase, voltage, and harmonic settings.

To validate the final equilibrium profile and bunch position, a two RF cavity system with a reverse phase setting is used for the validation. The RF parameters for both cavities are listed in Table 4.

Fig. 9 illustrates the equilibrium profile and bunch position after 20k turns of tracking. The plot demonstrates that the Mbtrack2 tracking results exhibit good agreement with the theoretical calculations regarding the equilibrium profile and bunch longitudinal position (with an offset of approximately 17.5 mm).

Increasing the number of tracked macro-particles can further improve the deviation and reduce the noise in the curve around the tracked bunch center.

<table>
<thead>
<tr>
<th>Table 4: RF parameters for mbtrack2 Simulation setup</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Parameter</strong></td>
</tr>
<tr>
<td>$m$</td>
</tr>
<tr>
<td>$N_{cav}$</td>
</tr>
<tr>
<td>$R_{s,per,cavity}$ [Ω]</td>
</tr>
<tr>
<td>$Q$</td>
</tr>
<tr>
<td>$Q_L$</td>
</tr>
<tr>
<td>$\beta$</td>
</tr>
<tr>
<td>$\text{detune}$ [Hz]</td>
</tr>
<tr>
<td>$f_c$ [Hz]</td>
</tr>
<tr>
<td>$\omega_c$ [rad/s]</td>
</tr>
<tr>
<td>$\psi$ [deg]</td>
</tr>
<tr>
<td>$V_c$ [V]</td>
</tr>
<tr>
<td>$\theta_s$ [deg]</td>
</tr>
<tr>
<td>$V_g$ [V]</td>
</tr>
<tr>
<td>$\theta_g$ [rad]</td>
</tr>
<tr>
<td>$V_{gr}$ [V]</td>
</tr>
<tr>
<td>$\theta_{gr}$ [deg]</td>
</tr>
<tr>
<td>$V_b$ [V]</td>
</tr>
<tr>
<td>$V_{br}$ [V]</td>
</tr>
<tr>
<td>$P_g$ [W]</td>
</tr>
<tr>
<td>$P_r$ [W]</td>
</tr>
<tr>
<td>$P_b$ [W]</td>
</tr>
<tr>
<td>$P_{br}$ [W]</td>
</tr>
<tr>
<td>$V_{br}$ [V]</td>
</tr>
<tr>
<td>$P_{gr}$ [W]</td>
</tr>
<tr>
<td>$P_g$ [W]</td>
</tr>
<tr>
<td>$P_b$ [W]</td>
</tr>
<tr>
<td>$P_{gr}$ [W]</td>
</tr>
<tr>
<td>$n_{bin}$</td>
</tr>
<tr>
<td>$R_s$ [Ω]</td>
</tr>
<tr>
<td>Filling time [s]</td>
</tr>
<tr>
<td>Loss factor [V/C]</td>
</tr>
</tbody>
</table>

4 Summary and Discussion

In this paper, we compared the bunch length, energy spread, and beam-induced voltage obtained from Mbtrack2 tracking with their theoretical values. We observed a high level of agreement between the two, indicating that the results from Mbtrack2 align well with the theoretical predictions. Additionally, the bunch equilibrium
profile and its longitudinal position, as obtained from Mbtrack2, also exhibit excellent agreement with the theoretical expectations. More Mbtrack2 benchmark can be found in the reference [2].
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5 Appendix A

Here lists some equations about the power consumption calculation.

\[ V_{gr}^2 = V_{br}^2 + V_{rf}^2 (1 + \tan^2 \varphi_Z) - 2V_{br}V_{rf} (\tan\varphi_Z \cos\phi_s - \sin\phi_s) \]
\[ V_{br} = \frac{R_s I_{im}}{1 + \beta} \]
\[ V_{rf} = \frac{R_s I_0}{1 + \beta} \]
\[ P_g = \frac{(1 + \beta)^2}{8\beta R_s} V_{gr}^2 \]
\[ = \frac{(1 + \beta)^2}{8\beta R_s} \left[ \left( \frac{R_s I_{im}}{1 + \beta} \right)^2 + \left( \frac{R_s I_0}{1 + \beta} \right)^2 (1 + \tan^2 \varphi_Z) - \frac{2R_s I_{im} R_s I_0}{1 + \beta} \tan\varphi_Z \cos\phi_s - \sin\phi_s \right] \]
\[ = \frac{R_s}{8\beta} \left[ I_{im}^2 + I_0^2 (1 + \tan^2 \varphi_Z) - 2I_{im} I_0 (\tan\varphi_Z \cos\phi_s - \sin\phi_s) \right] \]
\[ = \frac{R_s}{8\beta} \left[ (I_{im}^2 \sin^2 \phi_s + 2I_{im} I_0 \sin \phi_s + I_0^2 + (I_{im} \cos \phi_s + I_0 \tan \varphi_Z - I_{im} \cos \phi_s)^2 \right] \]
\[ = \frac{R_s}{8\beta} \left[ (I_{im} \sin \phi_s + I_0)^2 + (I_0 \tan \varphi_Z - I_{im} \cos \phi_s)^2 \right] \]
\[ \tan \theta_L = \frac{I_0 \tan \varphi_Z - I_{im} \cos \phi_s}{I_{im} \sin \phi_s + I_0} \]
\[ P_g = \frac{R_s}{8\beta} \frac{(I_{im} \sin \phi_s + I_0)^2}{\cos \theta_L^2} \]

(32)
\[ V_{gr}^2 = V_{br}^2 + V_{rf}^2 \left( 1 + \tan^2 \varphi_Z \right) - 2V_{br}V_{rf} \left( \tan \varphi_Z \cos \phi_s - \sin \phi_s \right) \]
\[ = V_{rf}^2 \left[ \left( \frac{V_{br}}{V_{rf}} \right)^2 + 1 + \tan^2 \varphi_Z - 2 \frac{V_{br}}{V_{rf}} \left( \tan \varphi_Z \cos \phi_s - \sin \phi_s \right) \right] \]
\[ V_{br} = \frac{\tan \varphi_Z}{\cos \phi_s} \]
\[ V_{gr}^2 = V_{rf}^2 \left[ \left( \frac{\tan \varphi_Z}{\cos \phi_s} \right)^2 + 1 + \tan^2 \varphi_Z - 2 \frac{\tan \varphi_Z}{\cos \phi_s} \left( \tan \varphi_Z \cos \phi_s - \sin \phi_s \right) \right] \]
\[ = V_{rf}^2 \left[ \tan^2 \varphi_Z + 1 + \tan^2 \varphi_Z - 2 \tan^2 \varphi_Z + 2 \tan \varphi_Z \tan \phi_s \right] \]
\[ = V_{rf}^2 \frac{\tan^2 \varphi_Z}{\cos^2 \phi_s} + 1 - \tan^2 \varphi_Z + 2 \tan \varphi_Z \tan \phi_s \tag{33} \]

\[ V_{gr}^2 = V_{rf}^2 \left[ \left( \frac{\sin \phi_s}{\cos \varphi_Z} + \frac{V_{br}}{V_{rf}} \cos \varphi_Z \right)^2 + \left( \frac{\cos \phi_s}{\cos \varphi_Z} - \frac{V_{br}}{V_{rf}} \sin \varphi_Z \right)^2 \right] \]
\[ = V_{rf}^2 \left[ \left( \frac{\sin \phi_s}{\cos \varphi_Z} + \frac{\tan \varphi_Z}{\cos \phi_s} \cos \varphi_Z \right)^2 + \left( \frac{\cos \phi_s}{\cos \varphi_Z} - \frac{\tan \varphi_Z}{\cos \phi_s} \sin \varphi_Z \right)^2 \right] \]
\[ = V_{rf}^2 \left[ \tan^2 \varphi_Z \cos^2 \phi_s + \left( \frac{\tan \varphi_Z}{\cos \phi_s} \right)^2 + 2 \tan \varphi_Z \tan \phi_s - 2 \tan^2 \varphi_Z \cos \varphi_Z \right] \]
\[ = V_{rf}^2 \left[ \tan^2 \varphi_Z \cos^2 \phi_s + \left( \frac{\tan \varphi_Z}{\cos \phi_s} \right)^2 + 2 \tan \varphi_Z \tan \phi_s \right] \tag{34} \]

\[ = V_{rf}^2 \left[ 1 + 2 \sin^2 \varphi_Z \cos^2 \varphi_Z + \left( \frac{\tan \varphi_Z}{\cos \phi_s} \right)^2 + 2 \tan \varphi_Z \tan \phi_s \right] \]

\[ = V_{rf}^2 \left[ 1 - \tan^2 \varphi_Z + \left( \frac{\tan \varphi_Z}{\cos \phi_s} \right)^2 + 2 \tan \varphi_Z \tan \phi_s \right] \]
6 Appendix B

\[
\tan(\varphi_L) = \frac{I_0 \tan(\varphi_z) - I_b \cos(\varphi_b)}{I_0 + I_b \sin(\varphi_b)} \\
I_g = \frac{I_0 + I_b \sin(\varphi_b)}{\cos(\varphi_L)}
\]

(35)

\[
V_g = \frac{I_g}{Y_g + Y_L} \\
P_g = \frac{1}{2} \frac{Y_L}{(Y_g + Y_L)^2} I_g^2 \\
Y_g = Y_L = \frac{\beta}{R_s} \\
P_{g_{\max}} = \frac{1}{2} R_g \left( \frac{I_g}{2} \right)^2 = \frac{1}{8} R_g I_g^2 \\
P_{g_{\max}} = \frac{R_s}{8\beta} I_g^2 \\
P_{g_{\max}} = \frac{R_s}{8\beta} \left( \frac{I_0 + I_b \sin(\varphi_b)}{\cos(\varphi_L)} \right)^2
\]