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NSRL Time of Flight Study using Carbon Ions at 120 MeV/n 
 
A Carbon ion beam was prepared at an energy of about 120 MeV/n.  The Large Binary Filter 
was used to measure a Bragg peak for the beam.  The results in Figure 1 show a range of 332.5 
mm of High Density Polyethylene obtained with QC3 located at the 92 inch marker on the NSRL 
rails.  Correcting for half of QC3 (-0.4 mm H2O equivalent) yields a kinetic energy of 117.6 
MeV/amu at 92” according to the SRIM dE/dx calculator.   
 
The Bragg peak beam energy was compared to a Time-of-Flight beam energy measurement. 
 

 
Figure 1: Bragg peak measurement of the Carbon ion beam with the Large Binary Filter. 
 

 
Table 1: Data for Figure 1. 
 
Two scintillators were placed on the beamline.  The first was a 1 cm2 trigger scintillator that 
provided the TDC-START, placed upstream, at approximately 80” on the rails.  The second was 
10 cm2 ToF scintillator that provided the TDC-STOP.  It was placed at 2 locations: upstream at 
115” and downstream at 242” for a total flight distance of 127” = 322.6 +/- 0.1 cm. 
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The TDC-START triggered the DAQ and started the TDC clock.  The TDC-STOP recorded the 
stop time, with the change in stop times representing the time of flight over the 3.2258 meters.  
The TDC had a factory calibration of 35 ps/channel.  We checked the calibration with the 
precision pulser over the same TDC range.  The pulser moved from 35 ns (channel 583) to 155 
ns (channel 3880) for a difference of 120 ns (3297 channel) for a calibration of (120ns/3297ch) 
36.4 ps/channel.  
 
The TDC-STOP pulse moved from channel 658 to channel 1377.8 for 719.8 channels, 
representing 26.13 ns for the time of flight. 
 
This corresponds to a velocity of 3.2258 m/26.13 ns = 1.234´108 m/s or b = 0.4118.  The kinetic 
energy for a carbon ion at this velocity is K = (g-1)m where is g = (1-b2)-1/2 and m is the atomic 
mass unit of 931.49 MeV.  This comes out to be 90.68 MeV/amu. 
 
This represents the average energy of the C ion as it travels from the upstream to downstream 
scintillator, i.e. 115” to 242”.  Energy loss in air is quite small for C ions at this energy, with the 
expected energy loss for a 100 MeV/amu C ion through 3.2258 m is 7.57 MeV/amu.  The energy 
loss will be treated linearly, with 90.68 MeV/amu representing the energy at the midpoint 
between the two scintillators.  Correcting for the energy loss in 1.6129 m of air, plus the transit 
from the location of the QC3 chamber where the Bragg peak was measured (115” – 92” = 23”, 
0.5842 m) for a total transit in air of 2.1971 m yields a C ion energy of 95.90 MeV/amu. 
 
We need to account for energy loss in the upstream scintillator as well.  Its dimensions are 1 ´ 1 
´ 0.5 cm3, plus the light tight tube and black tape.   The entire material stack-up is difficult to 
estimate accurately, so we tried measuring it using a Bragg curve technique instead. 
 
The beam tuned to a pencil beam (point-to-parallel) and collimated down to a spot smaller than 
the scintillator size, < 1 ´ 1 cm2 using the Tungsten collimator.  We measured the polyethylene 
thickness required to get to the Bragg peak using the small binary filter with the added 25.6 mm 
panel in place. 
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Figure 2: Bragg peak measurement for a 1 cm2 beam spot through the Tungsten collimator. 
 
Peak location is (10.1 + 25.6 =) 35.7 mm of non-high density poly.  This measurement was taken 
with QC3 at 55” rather than the 92” of the previous Bragg curve.  Calculating the C ion energy 
using this Bragg peak yields 119.49 MeV/amu @ 55”. 
 
The Bragg peak measurement was repeated after placing the TDC-START scintillator upstream 
of the collimator with the scintillator completely covering the hole in the collimator.   
 

 
Figure 3: Bragg peak measurement through the TDC_Start scintillator. 
 
The Bragg peak is located at (13.3 + 12.8 =) 26.1 mm.  This shows that the scintillator and all 
wrapping material represents 9.6 mm of polyethylene equivalent.  Using this to correct for 
energy loss in the scintillator yields 115.5 MeV/amu at 92”.  This is to be compared to 117.6 
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MeV/amu measured using the Large Binary Filter.  The discrepancy between the two energy 
measurements amounts to 2.1 MeV/amu, or the equivalent of 1.1 mm of poly.  
 

 
 
Table 2: Data from Bragg peak measurement in Figure 3. 

Error Analysis 
 
The kinetic energy K is defined as K = (g-1)m where is g = (1-b2)-1/2 .  Note that the error on K is 
the same as the error on the total energy, E = gm, because there is effectively no error on m. 

𝐸 = 𝛾𝑚 = 𝑚(1 − 𝛽!)"# !$ = 𝑚-1 −
𝐿!

(𝑐𝑇𝛼)!2
"!"

 

 
where L  is the distance between the two TDC-STOP scintillator locations, T  is the number of 
TDC channels between the two TDC-STOP values, a  is the calibration constant for the TDC, 
and c  is the speed of light.   
 
E	(L,T,a) is a function of the three variables, L,	T, and a.  The uncertainty in E  can be 
determined from the uncertainty on each of the three measured quantities by looking at the 
partial derivatives.   
 
In general, the uncertainty in E  is given in terms of the independent variables, L, T, and a by:  
 

𝛿𝐸! =	9
𝜕𝐸
𝜕𝐿;

!

𝛿𝐿! +	9
𝜕𝐸
𝜕𝑇;

!

𝛿𝑇! +	9
𝜕𝐸
𝜕𝛼;

!
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In spite of being taught never to differentiate in public… 
 

𝜕𝐸
𝜕𝐿 = 𝑚	 =−#

!
> (1 − 𝛽!)"

#
"(−2𝛽)(1 𝑐𝑇𝛼⁄ ) = 𝑚𝛾% 𝐿 (𝑐𝑇𝛼)!⁄ = 	𝛽!𝛾! 𝐸 𝐿⁄ 	 

 
or this can be written as: 
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𝜕𝐸
𝐸 = 	𝛽!𝛾! 9

𝜕𝐿
𝐿 ; 

 
showing that the fractional uncertainty in the distance measurement is scaled by 𝛽!𝛾! to give the 
fractional uncertainty in the energy. 
 
The same calculation shows that the contributions to the uncertainty from T  and a are also 
scaled by 𝛽!𝛾! to contribute to the total energy uncertainty. 
 

𝜕𝐸
𝐸 = 	𝛽!𝛾!(

𝜕𝑇
𝑇 ) 

	
𝜕𝐸
𝐸 = 	𝛽!𝛾!(

𝜕𝛼
𝛼 )	

	
The	estimate	of	uncertainty	in	the	distance	measurement,	dL	=	1	mm,	so	dL/L	=	3	´	10-4.	
	
The	TDC	calibration	was	obtained	by	driving	the	TDC	with	a	precision	pulser.		The	pulser	
was	delayed	in	20	ns	steps	from	0	to	120	ns,	and	the	TDC	response	was	fit	to	a	Gaussian	
profile.		An	example	of	the	pulser	fit	is	shown	below	for	a	pulser	delay	of	120	ns.		The	fit	
gave	a	centroid	to	the	peak	at	3880	±	1.2	channels.		Similar	fits	were	obtained	for	all	7	
pulser	settings.		Figure	2	summarizes	the	data.	
	

	
 
Figure 4: TDC response to the precision pulser with a pulser delay of 120 ns. 
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Time TDC Counts s Linear fit parameters D D2/s2 
0 583.70 0.96 586.10 586.10 -2.40 6.27 

20 1134.00 1.50 1137.03 36.30 -3.03 4.07 
40 1689.00 1.20 1687.95 

 
1.05 0.76 

60 2243.40 1.50 2238.87 
 

4.53 9.10 
80 2797.00 1.30 2789.80 

 
7.20 30.69 

100 3349.00 1.30 3340.72 
 

8.28 40.54 
120 3880.20 1.20 3891.65 

 
-11.45 90.99        

dof 5.00 
  

  c2/dof 36.48 
 
Table 3: Precision Pulser calibration of TDC. 
 

 
 
Figure 5: Fit results of TDC calibration. 
 
Results of the linear fit to the calibration gives a TDC channel calibration of 36.30 ±	0.02 
ps/channel, to compare to the manufacturer’s 35 ps/ch.  The uncertainty in the calibration 
constant came from a variation in the slope required to increase the c2 per degree of freedom by 
1.0.  This uncertainty, da/a = 5.5 ´ 10-4, is comparable to the uncertainty on each of the fits to 
the pulser peaks. 
 
Lastly, the uncertainty in the location of the Upstream and Downstream TDC distributions were 
determined by Gaussian fits to those two peaks.  The fit results are Tup = 658.0 channels with	sup 
= 4.7 channels, and Tdn = 1377.8 channels	with	sdn = 5.0 channels.  The uncertainty on the TDC 
fit results is given by s/ÖN where N is the number of events used in the fit; 15000 for Tup and 
6000 for Tdn.  This gives Tup = 658.0 ± 0.04 channels and Tdn = 1377.8 ± 0.07 channels.  The 
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uncertainty on the difference is TD = Tdn - Tup = 719.8 ± .08.  The fractional uncertainty is then 
given by dT/T	=	1	´	10-4. 
Summing the three contributions to the uncertainty in quadrature, and scaling with b2g2 gives  
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𝜕𝛼
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!
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𝜕𝐿
𝐿 ;

!

F

!
"

= 1.3	´	10"&	

 
Or dE	 = 	1.3	´	10"&	𝐸 = 0.12 MeV.  Since there is effectively no uncertainty on the Carbon ion 
rest mass, the energy uncertainty on the total energy is the same as the uncertainty on the kinetic 
energy, 0.12 MeV/amu. 
 
This energy uncertainty is small compared to the discrepancy between the Bragg peak 
measurement and the Time-of-Flight measurement of 2.1 MeV/amu. 
 
I suspect that the most significant discrepancy comes from the SRIM evaluation of the Carbon 
ion energy, combined with the Bragg peak measurement.  Uncertainties in polyethylene density 
could be on the order of 1%.  SRIM results should be reliable at the ~5% level1.   
 
With these considerations in mind, the agreement between the Bragg peak measurement and the 
Time-of-Flight measurement is rather good.  The Time-of-Flight result may well be the better of 
the two. 
 
It would be worthwhile repeating the Time-of-Flight measurement to see how reproducible they 
are.  This would give confidence in the error analysis.  
 
===================================================================== 
Data for the TDC calibration and Time of Flight measurements are located in the files: 
C_108_31_5_2022_004.ascii for the pulser run. 
C_108_31_5_2002_007.ascii for the ToF run. 
The directory is /home/cfsb/nsrl/data/nsrl. 
Ntuples are in /home/cfsb/nsrl/daq/nt 
With kumac files c4.kumac and c7.kumac in the same directory on the acn linux farm.  

 
1 Private Conversation, J. F. Ziegler 


