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We investigated ion generation from Al, Ti, Cu, Nb and Ta target elements by a picosecond-laser in the range of $10^{11} – 10^{13}$ W/cm² power densities at the target surface. A ps-laser with 1.27 mJ maximum energy within a 8 ps pulse and repetition rate up to 400 Hz has been used to generate a laser-ablated plasma. Dependencies of ion current vs time, total charge of registered ions as well as ion kinetic energy distributions are characterized using a Faraday cup. Significant difference in ion current dynamics between first, second and following shots onto the same target spot was found for all five target elements. The total charge of ions registered by the Faraday cup increase linearly with increasing laser pulse energy and are almost independent on the target element and number of shots onto the same target spot for all five target elements studied. Target craters have been examined using a commercially available microscope (Nikon Eclipse LV150) and crater cross section areas were found to be in the range of 0.0076 – 0.0172 mm² within the first five shots onto the same target spot for different target elements. A linear dependence of crater cross section square on laser pulse energy has been observed for the Ta target. Ion energy distributions for all target elements have a plateau or a slight peak in the energy range of 10 - 100 eV and long low-intensity energy tail up to tens of keV.

I. INTRODUCTION

Laser-produced plasma is created when an intense laser beam is focused onto the surface of a solid-state target. It has been studied intensively for more than fifty years since high output power lasers became available for scientific research in the mid 1960s. Many sophisticated mechanisms and phenomena involved in laser beam interaction with solids and plasmas and the subsequent hydrodynamics of the plasma expansion have been investigated and understood since that time for an extremely wide range of laser power densities between $10^8$ W/cm² to $10^{21}$ W/cm² [1, 2].
Multiple theoretical models and numerical codes have been developed to describe and predict laser-produced plasma parameters for different target irradiation conditions in the near and far zones from the target surface [3, 4]. Initially, all experiments were carried out using nanosecond-lasers and later the research area was expanded to picosecond-lasers (in 1980s) and femtosecond-lasers (in 1990s), as short pulse lasers became more and more available for research. Because of their unique properties, laser-produced plasma and laser ablation of solids have found numerous applications, such as intense pulsed source of highly charged ions [5, 6], sources of extreme ultraviolet (EUV) light for nanolithography [7], laser-induced breakdown spectroscopy [8], pulsed laser deposition of thin films [9], and micromachining [10].

Powerful (∼5 mJ/pulse) ps-lasers with high repetition-rates (∼10 kHz) have become available recently with reasonable cost, primarily for micromachining applications. Such lasers may offer significant advantages compared to ns-lasers by permitting generation nearly continuous beams of low charged ions. Intense and nearly continuous ion beam injectors combine the advantages of a pulsed laser ion source with a dc operation mode, and can find a wide range of applications, including: high dose ion implantation and surface modification [11], high flux neutron generation [12], and external injection of singly charged ions into an Electron Beam Ion Source (EBIS) [13]. Another advantage of ps-lasers is a potentially higher utilization efficiency of the target material consumed. Efficiency of target material consumption is defined here as a ratio of the total number of ions extracted from laser-ablated plasma to the total number of atoms ablated from the target within single laser pulse. The mechanism of solid target laser ablation in the picosecond range differs qualitatively from that in the nanosecond range [14]. The influence of heat conductivity on the solid target is almost negligible in the case of ps-laser ablation for laser pulse duration less than 10 ps. On the contrary, ns-laser ablation is dominated by heat conductivity. Consequently, the total number of atoms ablated from the target per laser pulse is significantly lower in the case of the ps-laser, and the utilization efficiency of target material consumption can be higher. Ion source vacuum conditions driven by ps-laser in high rep-rate mode should be better, since a much lower gas load per laser pulse is expected.

There is some experimental data on ion generation by ps-lasers available in literature for laser power densities at the target surface around and below $10^{13}$ W/cm$^2$ [15, 16] which is of the interest for injectors of low charge state ions. However, there is no comprehensive data on ion yields for different elements and target irradiation conditions. The main goal of this work is to measure ion
yields and to evaluate ion energy distributions generated by a ps-laser, for different target elements and target irradiation conditions, for the range of power densities at the target surface of $10^{11} - 10^{13}$ W/cm$^2$.

II. EXPERIMENTAL SETUP

A 3D model of target irradiation and the diagnostics chamber specifically designed and built for ion yield measurements is shown in Fig. 1.

![3D model of the target irradiation and diagnostics chamber](image)

**FIG. 1.** 3D model of the target irradiation and diagnostics chamber: 1—3D target positioner, 2—focusing lens holders, 3—CCD camera, 4—laser input window, 5—fast laser beam shutter, 6—Faraday cup, and 7—vacuum gauge. The laser path is shown by the orange dashed line and the plasma expansion axis is indicated by the blue dashed line.

We have used a ps-laser, which is available at Argonne National Laboratory (ANL) and was previously employed for material ablation into an ECR ion source [17]. This laser is commercially available from Passat Inc. and has the following parameters: wavelength—1064 nm, pulse width—8 ps, pulse energy—up to 5 mJ/pulse, repetition rate—up to 400 Hz. The maximum average laser pulse energy of this laser at the time of our experiment was found to be 1.27 mJ with standard deviation 0.06 mJ in a single pulse mode for all measurements described below. A laser beam with diameter of about 10 mm has been focused onto the target surface by lens with 300 mm focal distance mounted inside vacuum chamber. Irradiation angle between laser beam axis and the target normal was equal to 3°. A Faraday cup (FC) with input aperture of 10 mm is placed normally to the target at 57 cm distance and it is equipped with a highly transparent meshed electrode which can be biased up to $-1$ kV for ion extraction from plasma and for suppression of secondary electrons from the cup. A turbomolecular pump with a 450 l/s pumping speed is attached to the
chamber to maintain the residual gas pressure inside the chamber at about $2 \times 10^{-7}$ Torr. An externally mounted CCD camera (Fosmon USB 6 LED webcam) allows monitoring of the laser spot position at the target surface, with observations made through a vacuum window. We use 3 ultra-high vacuum, high precision ($\pm 50$ nanometer), long travel linear PPS-20 piezo positioner stages (MICRONIX USA) for 3D target positioning. It provides a 51 mm travel range in the horizontal and vertical directions and a 26 mm travel range in the lens focal depth direction. Five metal targets (Al, Ti, Cu, Nb, and Ta), each with dimensions 10 mm by 50 mm, were mounted on the target holder, which was attached to the 3D target positioner, as shown in Fig. 2.

**FIG. 2.** Five different metal target elements mounted on a 3D target positioner.

The variation of distance between the focusing lens and the target surface caused by target translation were measured using a laser displacement sensor over the whole range of horizontal
and vertical translation for all five targets. Lens-to-target distance variations were within $\pm 150 \, \mu m$ for all five target elements. More details on these measurements can be found in [13]. Later during a search for optimal focusing lens-to-target position, it was found that ion pulse shapes are not affected by lens-to-target distance variations within $\pm 2 \, mm$, so the effect of target “flatness” is negligible for all measurements described below.

III. RESULTS AND DISCUSSION

A. Optimal target-to-focusing lens distance search

At first, we verified the influence of a FC meshed electrode potential on the ion current measurements. No influence was observed for potentials below -100 V, and FC suppressor potential was set to -500 V for all further measurements described below.

Five laser shots were fired onto the same target spot and after the fifth laser shot target was moved either vertically or horizontally by 500 $\mu m$ to setup new (“fresh”) target surface for following five laser shots. The laser was operated in a single shot mode using an external trigger, with average pulse energy of 1.27 mJ and energy standard deviation of 0.06 mJ.

An aluminum target was used to determine the optimal target-to-focusing lens distance. A significant difference was observed for ion pulse shapes between first, second and subsequent shots onto the same target spot, so ion pulse shapes were always compared separately for different number of laser shots onto the same target spot. A 50 Ohm oscilloscope input resistor was used to record ion pulse shapes for different target-to-focusing lens distances. At first, the target-to-lens distance was scanned around the nominal lens focal position ($F = 300 \, mm$) in wide range of $\pm 12 \, mm$ with 1 mm step and the corresponding FC signals were recorded for each target position. Positive and negative target shifts from lens focal position correspond to shorter and longer target-to-lens distances correspondently. The results for the third shot onto the same spot of aluminum target for different target-to-focusing lens distances are presented in Fig. 3 (a, b).
FIG. 3 (a, b). FC signals for different target-to-focusing lens distances (Al target, 3-rd laser shot onto the same target spot, 50 Ω FC load resistor): a – FC signals for target positions from -12 mm to +12 mm with 4 mm target position shift are plotted, b – FC signals for target positions from -4 mm to +4 mm with 1 mm target position shift are plotted, FC signals corresponding to target-to-lens distance equal to nominal lens focal length of 300 mm (z = 0 mm) are highlighted by black thicker lines in both figures.
One can see that target-to-lens distance equal to nominal lens focal length of 300 mm (0 mm shift in Fig. 3 (a, b)) is the optimal for ion generation providing shortest arrival time of fastest ions and one of the highest amplitudes of ion signal. We performed 5 shots onto the same target spot for each target position. The same conclusion was derived for all other laser shot numbers onto the same Al target spot. It was found that distribution of ion pulse shape on target-to-lens distance is quite wide. Target shifts within ± 2 mm do not affect the ion pulse shapes. We also checked if there is any fine structure in the distribution by scanning target position around nominal lens focal length within ± 1 mm range using 100 µm step. No fine structure was found. It confirms that degree of target “flatness” for all 5 targets used (which was within ± 150 µm as mentioned above) does not affect ion yield measurements for whole range of vertical and horizontal target translations. Target-to-lens distance was set to the nominal focal lens distance of 300 mm for all ion yield measurements described below.

B. Target crater shape and size

A Nikon Eclipse LV150 optical microscope was used to record target crater image and to measure crater size after targets were removed from vacuum chamber. Craters were studied for different irradiation conditions for all 5 targets. Microscope software allowed us to approximate every cross section of crater image by ellipse and measure length of both ellipse axis and ellipse area. The examples of crater images and their analysis are presented in Fig. 4 (a, b, c, d) for 5 and 3.7·10³ laser shots onto the same spot of Ta target with 1.27 mJ laser pulse energy.
FIG. 4 (a, b, c, d). Crater images approximated by ellipses and their dimensions (length of horizontal and vertical axis, and the area of elliptical approximation of crater cross section) for Ta target with 1.27 mJ laser pulse energy (a and c – 5 laser shots, b and d – 3.7·10³ laser shots onto the same target spot).

As it was mentioned above, for ultrashort laser pulses with pulse durations less than 10 ps there is no zone affected by heat conductance around laser spot [18]. Crater size in this case should be much closer to laser spot size at the target surface than it is in the case of ns-laser in which the crater is significantly affected by ablation of material surrounding laser spot due to heat conductivity in the target material. However, even in the case of ps-laser for our target irradiation conditions, the crater is larger than laser focal spot at the target surface because laser beam has Gaussian transverse profile and target ablation threshold is significantly lower than the laser intensity at which beam size should be identified. As one can see from Fig. 4 (a, b, c, d) crater cross section has close to elliptical shape with horizontal axis being about 4 times longer than vertical one and with area of about 0.016 mm². The reason for such asymmetry will become more clear from microscope crater images created during optimal target-to-lens distance search which are shown in Fig. 5 (a, b, c, d).
FIG. 5 (a, b, c, d). Images of craters created during optimal target-to-lens distance search (target translations around nominal lens focal distance of 300 mm within ±10 mm range with 1 mm step, 5 laser shots onto the same target spot): a – from -10 mm to -4 mm, b – from -6 mm to 0 mm, c – from -3 mm to +3 mm, d – from +4 mm to +10 mm. All negative and positive z values correspond to target positions behind and in front of nominal focal position, respectively. z = 0 mm corresponds to target-to-lens distance equal to nominal lens focal length of 300 mm.

One can see that crater cross sections have elliptical shapes with vertical axis longer than horizontal one for all target positions with z < -3 mm (behind the nominal focal target position) being converted to elliptical shapes with horizontal axis longer than vertical one for all target positions with z > -3 mm (target moving closer to focusing lens). Crater cross section has close to round shape for target position with z = -3 mm. Such crater asymmetry is most likely caused by astigmatism of focusing lens as we have used ordinary lens without correction of any aberrations. One should note that the best ion yield (highest ion current amplitude, fastest ion arrival to FC) was found for elliptical laser spot at target position with z = 0 mm (nominal lens focal length of
300 mm) and not for the most symmetric laser spot at target position with \( z = -3 \) mm (3 mm behind the nominal focal position).

Aluminum crater dimensions for different target irradiation conditions (target positions, number of laser shots onto the same target spot, laser pulse energy and rep-rate) are summarized in Table I.

**Table I. Aluminum crater dimensions for different target irradiation conditions – number of laser shots onto the same target spot, target-to-focusing lens distance, laser pulse energy and rep-rate (\( S \) – area of crater cross section, \( A \) and \( B \) – vertical and horizontal axis of elliptical approximation of crater cross section, LE1.0 – maximal laser pulse energy of 1.27 mJ, LE0.2 – laser pulse energy attenuated to 20% of maximal energy (0.254 mJ)).**

<table>
<thead>
<tr>
<th>Irradiation parameters</th>
<th>( Z=\text{-3mm close to round 5 shots} )</th>
<th>( Z=\text{-6mm behind focus 5 shots} )</th>
<th>( Z=\text{0mm ion yield focus 5 shots} )</th>
<th>( Z=\text{0mm LE1.0 25 Hz 1.1\cdot10^3 shots} )</th>
<th>( Z=\text{0mm LE0.2 25 Hz 2.7\cdot10^3 shots} )</th>
<th>( Z=\text{0mm LE1.0 400 Hz 2.2\cdot10^4 shots} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( S, \text{mm}^2 )</td>
<td>0.019</td>
<td>0.009</td>
<td>0.014</td>
<td>0.021</td>
<td>0.017</td>
<td>0.017</td>
</tr>
<tr>
<td>( A, \text{mm} )</td>
<td>0.15</td>
<td>0.27</td>
<td>0.06</td>
<td>0.08</td>
<td>0.08</td>
<td>0.07</td>
</tr>
<tr>
<td>( B, \text{mm} )</td>
<td>0.16</td>
<td>0.04</td>
<td>0.31</td>
<td>0.32</td>
<td>0.29</td>
<td>0.29</td>
</tr>
</tbody>
</table>

One can see that area of crater cross sections is in the range of 0.009 – 0.021 mm\(^2\) while length of ellipse axis varies from 40 µm to 320 µm depending on target-to-focusing lens distance and target irradiation conditions. Craters for 5 laser shots are smaller than craters for thousands of shots onto the same target spot as one would expect. Areas of crater cross sections for all other target elements are similar to the Al target cross section areas in the case of both 5 shots and \( 10^3 \) – \( 10^4 \) shots onto the same target spot as illustrated by Fig. 6 (a, b). Different target irradiation conditions – laser pulse energy, laser rep-rate and number of laser shots onto the same target spot are specified in the Fig. 6 (a, b) caption for each crater area measurement.
FIG. 6 (a, b). Area of craters for different target elements (Al, Ti, Cu, Nb and Ta) and different target irradiation conditions (a – 1.27 mJ laser pulse energy and 5 laser shots onto the same target spot, b – thousands of laser shots onto the same target spot: Al target – circle – 1.27 mJ, 25 Hz laser rep-rate, 1.1 \times 10^3 shots; square - 0.25 mJ, 25 Hz laser rep-rate, 2.7 \times 10^3 shots; triangular - 1.27 mJ, 400 Hz laser rep-rate, 2.2 \times 10^4 shots; Ti target – 1.27 mJ, 25 Hz: circle – 1.0 \times 10^3 shots, square – 2.1 \times 10^3 shots, triangular – 3.1 \times 10^3 shots; Cu target - 1.27 mJ, 25 Hz: circle – 3.0 \times 10^3 shots, square – 1.6 \times 10^3 shots; Nb target - 1.27 mJ, 25 Hz: circle – 2.9 \times 10^3 shots, square – 4.5 \times 10^3 shots; Ta target - 1.27 mJ, 25 Hz: circle – 3.7 \times 10^3 shots, square – 1.8 \times 10^3 shots).

Most of crater cross section areas are in the range of 0.01 – 0.017 mm² and 0.015 – 0.025 mm² for 5 laser shots and 10³ – 10⁴ laser shots onto the same target spot respectively, for all target elements.

The dependence of crater cross section area on laser pulse energy was studied for Ta target and the result obtained is shown in Fig. 7.
FIG. 7. Dependence of crater cross section area on laser pulse energy for Ta target (5 laser shots onto the same target spot).

All craters were created by 5 laser shots onto the same target spot. As one would expect, crater cross section areas are smaller for lower laser pulse energy. Dependence of crater cross section area on laser pulse energy is linear with minor line slope.

Let us estimate the laser power density at the target surface. If it is limited by diffraction, the focal spot diameter \(d_f\) of a Gaussian beam with wavelength \(\lambda=1064\) nm, and the corresponding laser power density \(P\) within the focal spot are defined by following equations:

\[
d_f = \frac{4 \cdot \lambda \cdot E}{\pi D} \quad (1)
\]
\[
P = \frac{4E}{\tau \pi d_f^2} \quad (2)
\]

where \(F\) is focusing lens focal distance

\(D\) is laser beam diameter

\(E\) and \(\tau\) are laser pulse energy and laser pulse duration.

In our case \(F = 300\) mm, \(D \approx 10\) mm, \(E \approx 1.27\) mJ and \(\tau \approx 8\) ps. The diffraction limited focal spot size is about 41 µm and laser power density at the target surface is about \(1.2 \cdot 10^{13}\) W/cm\(^2\). As one can see from the above discussion, focal spot size and laser power density at the target surface were significantly affected by astigmatism of the focusing lens. The exact power density reduction
factor cannot be extracted from crater size measurements as was mentioned above. Nevertheless, such reduction factor certainly cannot be neglected and should be considered.

C. Dependence of ion yield on shot number onto same target spot

In early experiments, we used a 50 Ω FC load resistor because it allowed us to record the true time dependencies of ion current. However, the signal-to-noise ratio was relatively low even in the case of Al target (see Fig. 3 (a, b)) for which ion current is the highest among all 5 targets we used. To resolve high noise issue especially for heavier target elements with lowest ion currents we used a 1 kΩ FC load resistor for all further measurements of ion current time dependencies. That gave us a factor of 20 enhancement of recorded FC voltage and significant improvement of signal-to-noise ratio. At the same time, it would be beneficial not to lose the correct information on time dependencies of the measured ion currents. To check that, we have compared ion signals for Al target (which provide fastest ion signals among all 5 targets used) recorded with 50 Ω (Fig. 8 (a)) and 1 kΩ (Fig. 8 (b) FC load resistors, respectively. All signals were averaged over 3 laser shots for the same target irradiation conditions.

FIG. 8 (a, b). FC signals measured with 50 Ω (a) and 1 kΩ (b) FC load resistors for Al target and for the first five laser shots onto the same target spot (each curve is averaged over 3 laser shots).
Detailed comparison of FC signals for Al target recorded at 50 Ω and 1 kΩ FC load resistors reveals that ion current time dependence is reproduced with accuracy of about 30% for the first shot at Al target (fastest ion signal) and of about 10% for any short number equal or above 3 onto the same target spot. The accuracy for heavier elements is better than 10% because FC signals are slower for heavier elements as illustrated by Fig. 9 where FC signals for 3-rd shot onto the same target spot are presented for all five target elements used.

![FC signals for all five target elements measured using a 1 kΩ resistor](image)

**FIG. 9.** FC signals for the 3rd laser shot for all five target elements measured using a 1 kΩ resistor (each curve is averaged over 3 laser shots).

Taking this fact into account, one can still extract relatively accurate information on ion time and energy, using the time dependencies of ion current recorded with a 1 kΩ FC load resistor for all five target elements.

As one can see from Fig. 8 (a, b), time dependencies of Al ion current for the first and the second laser shots onto the same target spot are quite different from ion current time dependencies for subsequent shots. Ion current amplitudes are the highest for the first shot, about 30% lower for the second shot and about 60% lower for subsequent shots. Ions are the fastest for the first shot, slightly slower for the second shot and significantly slower for subsequent shots. Further studies revealed that ion current pulse shape does not further change for at least about 100 subsequent laser shots onto the same target spot after the third shot. Similar behavior was observed for all other target elements as shown in Fig. 10 (a, b, c, d). There were two exceptions: ion yield for only
the first laser shot was different from subsequent shots for the Ti target (Fig. 10 (a)), and the second laser shot provided the highest amplitude of ion current for the Nb target (Fig. 10 (c)).

**FIG. 10 (a, b, c, d).** FC signals for Ti (a), Cu (b), Nb (c) and Ta (d) targets and for first five laser shots onto the same target spot (each curve is averaged over 3 laser shots).

One of the possible explanations for such significant differences in time dependencies of ion current for first, second and subsequent shots onto the same target spot could be formation of target crater and its influence on laser plasma generation, but then there is an open question - why is there no difference in ion time dynamics for the third and subsequent shots as any further shot still contribute to crater modification. So, it is quite unlikely that crater formation plays significant role in the effect observed. Another possible explanation for this effect can be presence of some amount of impurities at the new (“fresh”) target surface before first laser shot hit it. That can explain why ion yield for the first laser shot is different from subsequent shots onto the same spot. However, one can expect that all impurities will be removed from the target surface within the laser focal
spot after the first laser shot and the ion yield for the second and the third shots would already be identical which was not observed for the various target elements except Ti. Some contributions to this phenomenon can be explained by initial surface roughness and by possible modification of material physical properties caused by laser radiation itself. Further investigations are required to better understand this effect.

Total charge carried by ions registered by the FC for each laser shot was measured using the 1 MΩ oscilloscope input impedance as the FC load resistor. The typical FC signal recorded by oscilloscope in this case is presented in Fig. 11 (a, b).

FIG. 11 (a, b). FC signal measured at 1 MΩ FC load resistor (a) and exponential approximation of its voltage time decay (b) (Al target, first laser shot).

The ion current was integrated by the measuring system capacitance which consists of the sum of FC itself, signal cable and oscilloscope input capacitances. Total capacitance was measured using a multimeter and was displayed as 1.003 nF. The total capacitance calculated from the exponential voltage time decay (Fig. 11 (b)) was found to be equal to 0.967 nF, in agreement with the value measured by multimeter. For all further calculations of total charge of registered ions integration circuit capacitance of 1 nF was used. The exponential voltage time decay constant (1.034 ms (Fig. 11 (b))) is much longer than ion pulse durations for all target elements (less than
100 µs (Fig. 10 (a, b, c, d)), so the total charge of registered ions was calculated using following equation:

\[ N_i = A \cdot C \]  

\( A \) is registered voltage amplitude in Volts  
\( C \) is integration circuit capacitance in Farads.

Dependencies of total charge carried by ions registered by the FC on laser shot number onto the same target spot for all five target elements are presented in Fig. 12 (a, b, c, d, e). All data points were averaged over three laser shots for the same measurement conditions.

**FIG. 12 (a, b, c, d, e).** Dependencies of total charge of ions registered by the FC on laser shot number onto the same target spot for all five target elements (a – Al target, b – Ti target, c – Cu target, d – Nb target and e – Ta target).
One can see that the total charge of ions registered by the FC is independent of the number of laser shots onto the same target spot for all target elements, except the heaviest elements of Nb and Ta, for which first laser shot provides lower ion yield (see Fig. 13 as well).

**FIG. 13.** Total charge of ions registered by the FC for all target elements used and for different laser shot number onto the same target spot.

The total charge of ions is almost independent on target element and in most cases, it is in the range of 600 – 1000 pC per laser shot. Measured ion current amplitudes and pulse durations (FWHM) together with estimated total number of ions registered by the FC are summarized in Table II.
Table II. Measured ion current amplitudes (I) and pulse durations (FWHM) (Δt) together with estimated total number of ions registered by FC (N) (5-th laser shot onto the same target spot averaged over 3 laser shots for all target elements).

<table>
<thead>
<tr>
<th>Element</th>
<th>Al</th>
<th>Ti</th>
<th>Cu</th>
<th>Nb</th>
<th>Ta</th>
</tr>
</thead>
<tbody>
<tr>
<td>I, µA</td>
<td>48</td>
<td>43</td>
<td>25</td>
<td>37</td>
<td>20</td>
</tr>
<tr>
<td>Δt, µs</td>
<td>11.5</td>
<td>15.5</td>
<td>20.4</td>
<td>20.2</td>
<td>42.1</td>
</tr>
<tr>
<td>N</td>
<td>4.8·10⁹</td>
<td>5.5·10⁹</td>
<td>3.5·10⁹</td>
<td>5.8·10⁹</td>
<td>6.1·10⁹</td>
</tr>
</tbody>
</table>

For the estimation of the number of ions, we assumed that most of the ions are singly charged because the laser power density at the target surface is relatively low. Some small fraction of registered ions can be in higher charge states and could affect the accuracy of such estimation.

D. Dependence of ion yield on laser pulse energy

The influence of the laser pulse energy on ion yield was studied for the lightest (Al) and the heaviest (Ta) target elements. The laser pulse energy was varied using internal laser attenuation control knob to provide 5 discrete values of 20%, 40%, 60%, 80% and 100% of maximum laser energy of 1.27 mJ per pulse. Laser pulse duration and laser beam divergence should not be affected by energy attenuation settings according to laser manufacturer; therefore, the laser power density at the target surface should be proportional to the laser pulse energy. Dependencies of the total charge of ions registered by the FC for different shot number onto the same laser spot on laser pulse energy for Al and Ta targets are presented in Fig. 14 (a, b).
FIG. 14 (a, b). Dependencies of the total charge of ions registered by the FC for different shot number onto the same target spot on laser pulse energy for Al (a) and Ta (b) targets elements.

One can see that the total charge of registered ions is linearly proportional to laser pulse energy for all shot numbers onto the same target spot and for both target elements. Ion yield is almost independent on shot number onto the same target spot for Al target in the whole range of studied laser pulse energies. The first laser shot provides lower ion yield than subsequent shots onto the same target spot for Ta target in the whole range of studied laser pulse energies. Also, there is a tendency for ion yield saturation for the highest laser pulse energy of 1.27 mJ for both target elements.

FC signals for different laser pulse energies and different laser shot number onto the same target spot are presented in Fig. 15 (a, b, c, d, e, f) for Al and Ta targets.
FIG. 15 (a, b, c, d, e, f). FC signals for different laser pulse energies and different laser shot number onto the same target spot for Al and Ta targets (Al target: a – 1.27 mJ, b – 0.762 mJ, c – 0.254 mJ; Ta target: d – 1.27 mJ, e – 0.762 mJ, f – 0.254 mJ).

One can see that the ion current amplitudes are the highest for the first shot, lower for the second shot and even lower for subsequent shots for the highest laser pulse energy of 1.27 mJ for both Al and Ta targets as was already mentioned earlier. These amplitudes are closer to each other (almost equal for Al target) for the first and the second shots for intermediate laser pulse energy of 0.762 mJ. The ion current amplitudes become higher for Al target and even higher for Ta target for the second shot compared to the first shot for the lowest laser pulse energy of 0.254 mJ.

FC signals for different laser pulse energies depending on shot number onto the same target spot for Al and Ta targets are presented in Fig. 16 (a, b, c, d, e, f, g, h).
**FIG. 16 (a, b, c, d, e, f, g, h).** FC signals for different laser pulse energies depending on shot number onto the same target spot for Al and Ta targets (Al target: a – first shot, b – second shot, c – third shot, d – forth shot; Ta target: e – first shot, f – second shot, g – third shot, h – forth shot).

One can see that ion current is consistently decreasing with decreasing laser pulse energy for both Al and Ta target elements. The time, corresponding to ion current peak amplitude, become
longer for lower laser pulse energy for the second and subsequent laser shots onto the same target spot, as expected. Surprisingly, this time for the first shot doesn’t depend on laser pulse energy for either target element. Ion current pulses for Ta target have a well-defined two peak time structure for the third and the fourth shots onto the same spot. There is a very weak dependence of the first peak arrival time on the laser pulse energy and much stronger dependence of the second peak arrival time on that parameter for Ta target.

E. Ion energy distributions

Time dependencies of ion current measured by the FC can be transformed into ion charge energy distributions using following equations:

\[
\frac{dQ}{dE} = \frac{dQ}{dt} \cdot \frac{dt}{dE} = I(t) \cdot \left(\frac{dE}{dt}\right)^{-1} = I(t) \cdot \frac{t^3}{M \cdot L^2} \quad (4)
\]

\[
E(t) = \frac{1}{2} M V^2 = \frac{1}{2} M \frac{t^2}{L^2} \quad (5)
\]

where \( I \) is ion current

\( t \) is time

\( E \) and \( M \) are ion energy and mass

\( Q \) is charge carried by ion flux

\( L \) is FC to target distance.

After initial application of this transformation to experimental data it was realized that any noise in the time dependence of ion current will be greatly enhanced in the ion charge energy distribution, especially in the region of low energies (long times). A noise suppression algorithm was applied to all time dependencies of ion current prior to their transformation to ion energy distributions to minimize such enhancement. All time dependencies of ion current were averaged over 10 adjacent points and average current value were assigned to the middle point within averaging time interval for the entire FC signal recorded by the digital oscilloscope. As a result, noise at ion energy distributions was significantly suppressed. In addition, high energy tails of ion energy distributions were limited at the level of 10% from maximum ion current. Less than 1% of all ions were eliminated from the distributions in this way. At the same time, it allows to avoid artificial high energy tails caused by residual noise of ion current at shortest arrival times to FC.
Ion energy distributions for all 5 target elements are presented in Fig. 17 (a, b, c, d, e) for the first 5 laser shots onto the same target spot.

**FIG. 17 (a, b, c, d, e).** Ion energy distributions for all 5 target elements for the first 5 laser shots onto the same target spot (laser pulse energy 1.27 mJ: a – Al target, b – Ti target, c – Cu target, d – Nb target, e – Ta target).

One can see that ion energy distributions for all target elements have a plateau or a slight peak in the energy range of 10 - 100 eV and long low-intensity energy tail up to tens of keV. For the first laser shot, low energy part of distribution is significantly suppressed, but high energy tail is
well enhanced for all target elements. The high energy tail is enhanced for the second laser shot as well, being almost identical to subsequent laser shots onto the same target spot in lower energy range for all target elements.

Ion energy distributions for all target elements for the second and fourth shots onto the same target spot are shown in Fig. 18 (a, b).

![Graphs showing ion energy distributions for different elements.](image)

**FIG. 18 (a, b).** Ion energy distributions for all target elements for the second (a) and fourth (b) shots onto the same target spot.

One can see that ion energy distributions for lighter target elements (Al, Ti and Cu) are very similar for both the second and fourth shots onto the same target spot, while there is a more intense high energy tail for heavier target elements (Nb and Ta). Nb distributions have lower intensity in the low energy segment as well.

Al and Ta ion energy distributions for first 5 laser shots onto the same target spot are presented in Fig. 19 (a, b, c, d, e, f) for different laser pulse energies.
FIG. 19 (a, b, c, d, e, f). Al and Ta ion energy distributions for the first 5 laser shots onto the same target spot for different laser pulse energies (Al target: a – 0.254 mJ, b – 0.762 mJ, c – 1.27 mJ; Ta target: d – 0.254 mJ, e – 0.762 mJ, f – 1.27 mJ).

Ion energy distributions have very similar properties for the whole range of laser pulse energies for both Al and Ta target elements as was described earlier in relation to Fig. 17 (a, b, c, d, e). The only difference to be mentioned here is that for laser pulse energy of 0.254 mJ, the second shot onto the same target surface provide almost equal (Al) and even higher (Ta) tail in the range of ion energies above 500 eV compared to the first shot onto the same target spot. For laser pulse energy of 1.27 mJ such a comparison shows the opposite result.
Al and Ta ion energy distributions for the first, the second and the fourth shots onto the same target spot for different laser pulse energies are presented in Fig. 20 (a, b, c, d, e, f).

**FIG. 20 (a, b, c, d, e, f).** Al and Ta ion energy distributions for the first, the second and the fourth shots onto the same target spot for different laser pulse energies (Al: a – first shot, b – second shot, c – fourth shot; Ta: d – first shot, e – second shot, f – fourth shot).

Al and Ta ion energy distributions are decreasing with decreased laser pulse energy without significant re-distribution of ions along the energy scale for all 5 laser shots onto the same target spot. Ta ion energy distributions are more affected by laser pulse energy than Al ion energy distributions.
Summary

Ion generation by a ps-laser with pulse duration of 8 ps and power density at the target surface in the range of $10^{11} – 10^{13}$ W/cm$^2$ has been studied for 5 target elements – Al, Ti, Cu, Nb and Ta. Dependencies of ion current, total ion charge and ion charge energy distribution on laser shot number onto the same target spot and laser pulse energy were measured using a Faraday cup. Implementation of a precise 3D target translator allowed us to define the optimal focusing lens – target distance, using the criteria of fastest and highest ion output. It also allowed us to study the dependencies of ion yield on laser shot number onto the same target spot with high reproducibility and in great details for all 5 target elements. Target crater sizes and areas have been characterized using digital optical microscope. Significant distortion of laser focal spot shape and size by astigmatic aberrations of the focusing lens has been identified. Linear dependence of the crater cross section square on the laser pulse energy has been measured for the Ta target.

It was found that time dependencies of ion current for the first and the second laser shots onto the same target spot are quite different from ion current time dependencies for subsequent shots for all 5 target elements. Ion current amplitudes are typically the highest for the first shot, somewhat lower for the second shot and much lower for subsequent shots. In addition, ions are the fastest for the first shot, slightly slower for the second shot and significantly slower for subsequent shots. It is interesting that ion current amplitudes become higher for the second shot compared to the first shot onto the same target spot in the case of lowest laser pulse energy of 0.254 mJ used for measurements. Observed differences are difficult to explain only by either crater formation or by the presence of impurities at the target surface. Initial surface roughness and possible modification of material physical properties by laser radiation itself could contribute to such phenomena as well. Further investigations are required to better understand this effect. Total ion charge registered by the FC is almost independent of target element and on laser shot number onto the same target spot for all target elements. Total charge of registered ions is linearly proportional to the laser pulse energy for all shot numbers onto the same target spot with saturation tendency for the highest laser pulse energy of 1.27 mJ.

Ion energy distributions for all target elements have a plateau or a slight peak in the energy range of 10 - 100 eV and a long low-intensity energy tail up to tens of keV. For the first laser shot,
the low energy part of distribution is significantly suppressed, but the high energy tail is well enhanced for all target elements. Al and Ta ion energy distributions are dropping down with decreasing of laser pulse energy without significant re-distribution of ions along the energy scale for all 5 laser shots onto the same target spot.
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